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ABSTRACT

This report develops a variety of character matrices as graphical tools

L ¢ for the visual examination of genetic sequences and in particular protein

- sequences. The NNC, PNC, BNCl, BNC2 and BNC3 matrices are designed to filter
’ noise without severely suppressing signals in the CC matrix. The Matrix Smear
of a character matrix is introduced as a measure of signals and noise in the
matrix. The asymptotic distribution of the smears of the CC and NNC matrices
are derived under the independence model. The asymptotic result is used in
conjunction with exact confidence. intervals from diagonal smears to automate
varzially <he wisual 2xamination of character matvices. A generalized likeli-
nocod ratio crocedure is developed to automate fully the detection of signals
in two protein sequences. A simulation study has proven the procedure to be
powerful and robust in detecting cignals of success probability .90 and

length 9 implanted within noisy binary strings of length 291 characters and
success probacility .15.

fa Scme Xey Words: Genetic sequences, DNA, Matrix Smear, Character Matrix Graphics
- AMS 1980 subject classification. Primary 62P10
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1. INTRODUCTION, 2IOLOGICAL DACIGROUMD AMD MOMENCLATUTE,

Tae subject of this research is the development of a statistical
methodology to analyze protein and DNA sequence data. Various data
analivtic tools oresentsd here; their development was =zotivated Irom the
examination of fourteen DMNA sequences which encode oJroteins forainy the
ezzsaell of the American silkooth Aptherea polyphemus. The genes were
sequenced in the laboratory of professor Fotis Jafatos.

The question that was ianitially posed by TFotis Zafatos, was to
cluster the fourteen jenes on the Basis of tieir similarities witlin
rezions where similarities 3Jad alreacy bDeea detected. A =easure of
similarity DSetween strings was developed and 1its application to tle
retions where the senes had been detected to De similar produced
clusters that made good biological sense,

To find out if tliere were other regzions where the fourteen nenes
were similar, 3rapiical ways to represent tie data were required, Tarough
these it Dvecame clear that the 3enes shared similarities far =more
extensive than -nreviously detected and that tkhere was a lot cf structure
within each tene, basically in tae form of consecutive repeats of a basic
repeat unit,

Chapter 2 oresents a variety of character mnatrices as granhical

tools to allow the investizator to look into string dJata. These matrices

are designed so as to reduce the matrix smear - which is a measure of
] *siznals®” and “"noise” im the data - without suppressing “signals”,
S Chapter 3 presents an aymptotic result for tle listridbution of the smear

of some of the matrices of chapter 2, under the assumptiom that strings
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are written independently between and within themselves, Chapter 4
compares the matrix to the diagonal smears  to “astomate” the visual
examination of <character matrices. Chapter S develops & machine
examination of character matrices by listing the significant substrings

of the words which maximize a generalized log—likelihood ratio for the

-

hypothesis that for two parameters Py and pg., poﬁpl, the probability of a
match is smaller than py vs. the altermative hépothesis that it is larger
than py. Chapter 1 now preseants the biological background necessary to
pose questions relating to genetic sequence datas and concludes with the

presentation of the chorionm data set. The compeandium is based on Dayhoff

gt ARG

[6]1, Hood [8], Mahan [10], and Watsen [15].

T—

Observed via a microscope, c¢hromosomes are paired threadlike
structures in the nuclei of living cells, Since the beginming of this i

century, chromosomes were recognized to be respomsible for the g

transmission of the hereditary properties of organisms via their
sabunits, called genes. As little had been known about their structure at
the molecular level, however, genes were considered as black boxes until

rather recently.

A chromosome is a giant DNA molecule. Proposed by Watson and Crick
in 1953, the structure of DNA is that of two intertwined strands giving
the molecule the shape of & double helix as illustrated in figure 1-1.

The backbone of each strand is provided by the sugar molecule
deoxyribose., The structural formula of deoxyribose is shown in figure 1-
i 2. On the ome apex of the pentagonal ring stands an oxygea (0O) atom, the
other four being occupied by carbom (C) atoms. On the deoxyribose
molecule there are five C atoms indexed by the integers 1, 2, 3, 4, sad
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L 5 in fizure 1-2, Attacihed to the 1 C atom is one of tie four colecules:
3

h

adenine (A), guanine (6G), cytosine (C) and thymine (T), These four

together with uracil (U), which will be referred to later as a building

block of TMA, are called Hases.

e Figure 1-1. The structrure of the MA molecule.
. [

Figure 1-2. The structure of the deoxvribose nolecule.
L
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Figure 1-3, The structural formulae of rthe five bases

adenine, guanine, ¢ tosine, uracii and tivmiae,

The structural formulae of the five bases are shown in figure 1-3,

To tke 3 and § C atom sites of deoxyribose are attackhed phosphate groups
( POy " ) that nrovide the links between successive sugar molecules in

the DMA strand as illustrated in figure 1-4,

.

-
= Tigure 1-4, The structure of a strand of a DMNA zolecule.
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The combination of the deoryribose molecule with onme of the bases
and the phosphate group is calied a nucleotide. The phosphate and the
deoxyribose always being the same, nucleotides are denoted by tke base
molecules T, C, A, G, or U which are attached to the deoxyribose.

Tae nelical structure of DMA is =made possidle v Sonds among Ddases
in opposite straads. In particular, thymines bind to adenines and
juanines to cytosines ("base pairing rules®). Consequeatly, IMA =zay be
presented by the sequence of nucleotides in one strand, together with the
direction in whici tkat sequence is read. Tihe convention established in
tie Ddiockemical literature 1is that a sequence of letters from the
alphabet of T, C, A, G represents the nucleotides from the chain end on
the 3 C atom of deoxyribose to that on the 3 C site. '7ith this

convention, JDMA seauence data will Ye considered as words writtem in the

alphabet of the four bases {(T,C,A,G}. They will be denoted as finite

seqguences 1 = (X,,...,%X_ ), for X.e{T.C,A,G}.

be S

At tiae molecular level, a gene is a piece of the DNA molecule
usuyally several hundred base letters long. A 2ene encodes and, under
certain conditions, directs the synthesis of a protein as is sketched
later on in this section., The proteian codimg portion of a zene starts
with the letters ATG and ends with one of TAA, TAG, or TGA.

Proteins are zolecules found throughout living orgamisms acting as
enzymes (catalyzing various biochemical reactions) or forming membranes
of cells and other cellular structures (playing a structural role). The

5uilding blocks of proteins are the amino acids. Table 1-1 gzives the

alpnabet in which the twenty amino acids are conventionally abbreviated,
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Table 1-1. 1-letter abbreviations for the tweaty amino acids.

1 Phenylalanine F 11 Isoleucine I
2 Leucine L 12 Methionine M
3  Serine S 13  Threonine T
4 Tyrosine b4 14  Asparagine N
5 Cysteine c 15 Lysine K
6 Tryptophan v 16 Valine A
7 Proline P 17 Alaanize A
8 Histidine i { 18 Aspartic D
9 Glotamine Q 19 Glutamic E
10 Arginine R 20 Glycine G

For our purposes, and in the absence of other information about

their structure, proteins are words writtem in the alphabet of the twenty

letters of table 1-1 and denoted as finite sequences X = (X,,...,X.),

for all X. in the alphabet of the twenty letters. A protein sequence is

writtean in the direction in which its eacoding DNA sequence is
conventionally writtea, e¢ach amino acid encoded by three consecutive
pucleotides as will be explained below, Proteins and DNA sequences will

be interchangeably referred to as words or strings; stretches of the

above will be referred to as syllables or substrings,
L The synthesis of a protein is directed by its corresponding gene

i. through the following two step mechanism:

(1) Transcription of DNA to mRNA. One of the two strands of
the DNA molecule -acts a; a3 template which appropriate enzymes copy iato
r! RNA, a chemically similar molecule. RNA is a single stranded molecaule
built ap of nmcleotides bound to each other as in DNA., The bases in the

o RNA nucleotides are A, G, C, and U. They are respectively copied from the

.................
............
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12
T, C, G and A bases of the DNA strand under tranmscription. The
transcribed RNA strand subsequently undergoes “splicing”. Ia particular,
regions of the RNA strands, called "introns” for intervening, are removed
and the remaining regions, called ®"exons”, are joined together to form

the messenger RNA., ( mRNA )

(2) Translation of the mRNA to the protein., The =mRNA acts as a
template which im conjunction with other components of the cell (
ribosomes, tRNA, etc) directs the assembly of a string of corresponding
amino acids as specified by the gemetic code.

The genetic code is shown in table 1-2., It maps each triplet of
consecutive nucleotides, called a codon, to am aminc acid except for
codons UAA, UAG, UGA. The latter codons monitor the end of the protein
coding region of the geme and are called terminator codoms. Codon AUG is
used as an initiator or for emcoding methionine inté:nal to the protein
chain, Since 61 codons are mapped into 20 amino acids, amino acids are

bound to be encoded by more than one codon.

Table 1-2. Thc'genotic code with codons entered in a thres way

table.
;', UUT F ucn s VAU Y UGT ¢
gucC F uce s UAC Y UGC ¢
UUA L UcA S UAA Term UGA Term
UG L UcG S UAG Term UGG ¥
CUU L ccy P CAU § ccu R
P cuc L ccc P CAC H CGC R
B COA L ccA P CAA Q CGA R
CUG L ccG P CAG Q CGG R
AT I ACU T AAU N AGU 8
AUC I ACC T AAC N AGC S
. ATA I ACA T AAA K AGA R
: AUG X ACG T AAG X AGG R
GUU V GCU A GAU D GGU €
GUC ¥ GCC A GAC D 6GC 6
GUA V GCA A GAA E GGA 6
GUG V GCG A GAA B GGG €

b b e L
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Supported >y fossil and biockemical evidence, the fundamental

evolutionary scenario of biology., postulates that billions of years ago,
life on earth existed inm a simple ancestral form. ‘“Thile organisms
evolved from their common ancestor, numerous mutations accumulated on
their genetic material. Ilutationms occur in individual orgzanisms by
chance; over time they may spread through or disappear from the
sopulation., Their laws are studied in evolutiomary biology and population
genetics and are not directly relevant in the present discu#sion.

Tze .fundamental scenario adapts to the biochemical 1level of
Jescription of organisms as follows: living organisms undergo 2utations
on the:r jenetic =aterial. Mutations of two kinds have been observed, A
base Tmav suost:tute another in a DNA strand and jive rise to a point

Tutatoon tract:ons of a zenme, whole jenes, or microscopically visible

Dieces > :.romesorces =ay Juplicate, vecome Jeleted, or translocate.

Segmental =utat:oas refer to the above events incurring om fractioms of

jenes. :tatioms are said to be selectively deleterious to the
in¢ividual organism on which tkey are imposed 1if thkey increase the
lixelilcod of tict thie iadividual orzanism Jdies or lesaves fewer
descendants. Qther mutations may offer the organism selective advantages,
or may oe selectively neutral, Gravely deleterious =mutations are ceasored
5y natural selection; selectively aeutral or even slizatly deleterious
autations may survive or even become fixed im the populatiom oy chance.

Figure 1-5 presents the coding portions of the fourteen genes
under analysis. The zenes are ziven as 292, 292a, 2925, 509, 13, 10b,
13¢, 401, 401a, 401b, 408, 10, 10a, and 10b. On the basis of their
extensive sinilarities, gzemes 292, 292a, and 2925, are <c¢ollectively

called 292 copies. ( Similarly for 13, 18b, and 13¢ etc.) Tae first seven

PRSP 3 LT S S W A T S R A . . T 3 - R T S e o N 1
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zenes will be referred to as family A. Family 3 comprises the last seven

genes,

On the basis of when tkeir protein products are formed during the

formation of the eggshell, 292 copies and gene 3509 form the middle A

subfamilv: the copies of 18 form the late A subfamily. The late O

subfamily 1is =made of the copies of 401 while zeame 403 and the copies of

10 forz the zmiddle 5 sudfamily.
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2. CHARACTER MATRICES AS EXPLORATORY TOOLS FOR GENETIC SEQUENCES DATA
The proteins encoded by the chorion genes under analysis are listed
in figore 2-1. Huoman vision is inadequate to detect structuore within or
similarities between the proteins as théy are presented, This chapter
introduces a variety of character matrices which proved ausefal in
bringing out similarities between different proteins and repeats within
proteins, Character matrices have been constructed for DNA and amino
acid sequences throughout this research. In this chapter they are
introduced in the general context of two words and illustrated for some
of the proteins of figure 2-1.
Let X = (Xy,...,X) and ¥ = (¥4,...,Y,) be words written in the
alphabet {ay,...,ag}. X and Y may or may not be the same. The Crude

Character (CC) matrix for X and Y is defined by:

w, .= if X;=1; (2.1)

P30 e % (plank) otherwise.
i=1,...,m and j=1,...,n.

The idea of using two dimensiomal arrays to look inmto string data
appeared first, latently, in figure 1 of Needleman and Wunch [11] in
their exposition of an algorithm to compute the longest commonm subsequace
between two words. CC matrices were also explicitly comstructed in Gibbs
and McIntyre [7]

Character matrices are useful exploratory tool for lookimg imto
sequence data because a substring common to the two words shows up as
a diagomal in the CC matrix for the words., Figure 2-2 presents the CC
matrix for the proteins encoded by gzemes 292 and 18B. Two major,

relatively solid diagonals can be distinguished on the CC matrix of

..
. -
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o fijure 2=-2, Tze longest diagonal consists of entries

(H75'63,...,M129'117) and indicates that syllables (X75.....X129) and

E’ (Yg3++...¥y79) are similar in the sense that X;=Y;,,, for i=63,...,11%
;2 except for a few occasional mismatches, The structure of the matrix block
kv "’ - . - .
h. corresponding to (340,....X51) and (Y59,...,¥59) will become clear in
2

.- natrices to De presented later. For tkhe moment it is notec that tlhe

longest diagonal in the blocz is (343'33,....H59'49) and parallel to it

and within the block run other shorter diagomals. In a character matrix
g

for two words, the appearance of parallel diagomals at a substring of
one of the words signifies the existence of internal repeats in the

X
’
4
{. other word, as illustrated in figure 2-3.
o

b, h
.

Tijure 2-3, Parallel diagonmals at a sudstring of X are due to aand

signify repeats of the substing in Y.

The CC matrix for (=Y bLrings out internal repeats withia word 3.

It is symmetric and its entries I,

ii are nooblank, Tkie CC matrix for

orotein 292 is presented in figure 2-4. (It is aot square only because

(H42,52....,H51'61) marked on figure 21-4, runs parallel to the solid

‘r
e the characters of the LP used are rectangular.) The diagonmal string
diagonal of the =zatrix and is formed by the repeat of the syllable
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(142.....351) as (352""'X61) except for one mismatch,

The vsefulness of CC matrices is limited by two factors: their size
and "noise” associated with them.
A common line priater can print up to 8 liaes per inch vertically

and up to 132 characters per line bkorizomtally. Therefore, whea printed

oa a line priater, tie CC matrix for a word of 500 characters (a

leagth cormon for DMA sequence data) is longer than six feet., To
dizminisa the size of the matrices the investisjator Aaas to pJrepare
successive photoreductions a2t the expense of papercutting and

naperpasting., This limitation =zay also be circumventec by gcreseating

@

¢haracter matrices on a plotter, A digzital plotter applies a large 3rid

g

s (for example of 4095 by 3124 sites) on a sheet of paper of desirable

dimensions, A character - matrix im blanzs aad dots may tiemn be plotted

9v alacinz Jdots instead of alphabet characters at the appropriate grid

sites.
T= second limitation of CC matrices is more serious. In

ittenpting to trace diagomals the human eve is distracted by characters

wiiicll are are Dbound to appear only Dbecause of the corposition of the

words., I particular, if tie counts of alphabet characters a,,...,a in

L and ¥ are =ny,...,m; and 84,...n, respectively, the CC matrix for

S

a:a. aonblank characters. Tence, the ratio of

Y

and Y contaias

L
M, @

. aonblang clharacters to all the characters in the Zatrix is:

3. n.

L = (2-2)
»

a n

S(.Y) =

=iNcie

where 2,/m and a;/a are the relative frequencies of a, ia the two

words., S(X.Y) im (2-2) will be called the natrix smear for the CC
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2atrix of X and Y.
If X is independent of ¥ and (X,} t=1,...m and (Y.} t=1,...,n are ;
I.I.D. with Pt(xtsai)-pi and Pr(Y,=z;)=q; for all t and i, tke matrix

smear is a sample estimator of the parameter

PERER (2=3)

Q
"
—isie

4
{

g will be called the theoretical smear for tae CC matrix of X and I.

Under the above independent assumptions the tkeoretical smear is the
probability of a nonblank character in the matrix.

Tas matrix smear of the CC matrix for two different words ranges
from € (for words with no alphabet character in common) to 1 (for
words written in one letter). The =matrix smear for the CC =matrix for the

word X 1is

2
) . (2-4)

.
S(X) = (—
- o

= INci e

S(X) is =ianioized when my=...=mg. Tae mizizum attained is tke inverse

-

of size of the alphabet ia which I is written. Table 2Z-la lists to the

second decizal digit the smears for all nairs of choriom proteias.

Table 2-1a. Smears of CC matrices for all pairs of chorion proteins.

292 2927 2923 509 18 133 18C 401 401A 4010 403 10 10A 10T
92 .12
2924 .12 .12
2923 .12 .12 .12
609 .12 .12 .12 [12
13 .13 .13 .13 .13 .15
18 .13 .13 .13 .13 .15 .1S§
18¢ .13 .13 .13 .13 .15 .15 .15
401 .13 .13 ,13 .13 .15 .15 ,15 .15
401A .13 .13 ,13 ,13 .15 .15 .15 .15 .15
4013 .13 .13 ,13 ,13 .15 .15 .15 .15 .15 .15
408 12 12 .12 .12 .13 .13 .14 .13 .13 .13 .13
10 .12 0,12 .12 .12 .13 .13 .13 .13 .13 .13 .12 .12
104 .12 ,12 ,12 .12 .13 .13 .13 .13 .13 .13 .12 .12 .12
o8 .12 .12 .12 .12 .13 ,13 .13 .13 .13 .13 .12 .12 .12 .12

.-
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‘
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i
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Smears for all pairs range from 12% to 15%, Matrix smears within

subfamilies are stable as can be seen from table 2-1b below.

Table 2-1b. Range of smears of CC matrices withia
subfamilies of Chorion proteins.

Middle A Late A Late B Middle B
Middle A .12
Late A .13 .15
Late B .13 .15 .15
Middle B .12 .13-,14 .13 12

The matrix smear specifies the number of non blank characters

appearing in a given matrix and casm be thought of as a measure of
*signal” and “"noise” in the data, Is it possible to rednce the smear
. without substantially supressing diagonals in the matrix? Recall that the

(i,j)th entry of the CC matrix was defined by comparing Xi to Y., Now

Ju

consider the Next Neighbour Considered (NNC) character matrix for X aad

Y, defined as:

V. _ X. if Xi=Yj and xi"’]-:Yj"'l (2-5)

otherwise.

i=1,...,m-l and jal....:n'l.

Figore 2-5 preseats the NNC matrix for proteims 292 and 18B. It
clarifies the extensive repeat structure in the block formed by
(X40+++++%61) and (I59,...,X59) and brings out the features that 292 and

18B share in common. If the syllable (‘i‘j) oceurs m; ; and B times in

j§u' I and ¥, then

'y s s s s

- i=1 j=1 i=1 j=1

ffv and the ratio of nomnblank entries of the NNC matrix to the total snumber

.’» of matriz entries is:

@

YRR S A S S e NEEPEPCALROA |




Foow = 7 7 T - - T W W et T e N et SR JBAun b and Lk diaed S
- B ik A of Chai i, Dl ol e ol e i e AR i G e P e T T — ——— ———
% i A I i o e dhr S e S B S s e e T T T

s’: . .

. 21
-
o s s
Iy oy, 8:.,;
S(X,Y) = } it V5 Rt Y3 (2-6)
- 11 o-1 -1

:
?E
i
N
A
"‘.

The ratio of equation (2-6) will be called the smear of the NNC

matrix of X and Y. The smear of the NNC matrix for one word becomes

s S
B, .
s = ) ) (—=el)?
11 m—1

- and attains a minimum equal to the inverse of the square of the alphabet
size. Table 2-2 lists up to the second decimal digit the smears of the

NNC matrices for all chorion proteins.

] Table 2-2., Smears of NNC matrices for all pairs of chorion protsins.
: 292 2924 292B 609 18 18B 18C 401 401A 401B 408 10 10A 10B
292 .02

2924 .02 .02

292B .02 .02 .02

609 .02 .02 .02 .02

13 .02 ,02 .02 .02 .03

188 .02 .02 .02 .02 .03 .03

8¢ .02 .02 ,02 .02 .03 .03 .03

401 .02 .02 .02 ,02 ,02 .02 .,02 .03

401A .02 .02 .02 .02 .02 .02 .02 .03 .03

401B .02 .02 .02 ,02 .02 .02 ,02 .03 .03 .03

408 .02 ,02 .02 .02 .02 .02 .02 .02 .02 .02 .02

10 .02 .01 ,01 .01 .02 .02 ,02 .02 .02 .02 .02 .02

10A .01 ,01 .01 ,01 .02 ,02 .02 .,02 .02 .02 .02 .02 .02
10B .02 ,01 .01 ,01 .02 .02 .02 .02 .02 .02 .02 .02 .02 .02

Smears of the NNC matrices range from 1% to 3%. Those for the NNC

matrices for the same protein vary between 2% and 3% compared to the

minimam .25%. For proteins 292 and 18B the smear of 13% for the CC matrix .
is reduced to 2% for the NNC matrix.

NNC matrices eliminate a number of nonblank char;cters appearing
Ai on CC matrices that only blor diagonmal strings. On the other hand,
corresponding to two syllables that are identical except for one

mismatch, the CC matrix produces a diagonal that is brokea at one point

T ) . .
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while the NNC matrix breaks the diagonal at two entries. This suggests 1
third character matrix for which Mi j are defined after comparing the

3-1°tt‘r Sylllbles (xi-l,xi.xi+1) and (Yj_l.fj.fj+1) ss follows:

xi if Xith and (Xi_ltfj_l or Ii*1=Yj+1)

Mi‘j = & if Xi_1=Yj_1. Xi#Yj. Xi+1=Yj+1 2-7

.. if otherwise.
i=2,...,m~1 and j=2,...n-1.
The matrix defined in equation (2-7) will be called Both

Neighbours Considered and abbreviated by BNC1l, the index 1 appended to

the acronym BNC to distinguish it from other matrices defined by
comparing 3-letter syllables. Figure 2-6 presents the BNCl1 matrix for
proteins 292 and 18B. The BNCl1 matrix allows ap to nonconsecutive
mismatches in similar strings without breaking their diagonal. Table 2-3

presents the smears of the BNC1l matrices for all choriom proteins.

Table 2-3. Smears of BNC1l matrices for all pairs of chorion proteins.

292 2924 292B 609 18 18B 18C 401 401A 401B 408 10 10A 10B
292 .04
2924 .04 .04
292B .04 .04 .04
609 .04 .04 .04 ,05
18 .05 .05 .05 .05 .06
188 .05 .05 .05 .05 .06 .06
18¢ .05 .05 .05 .05 .06 .06 .06
e 401 .05 .05 .05 .05 .06 .06 .07 .07
- 401A ,05 .05 .05 .05 .06 .06 .07 .07 .07
: 401B .05 .05 .05 .05 .06 .06 .07 .07 .07 .07
408 .05 .04 .04 .05 .06 .06 .06 .06 .06 .06 .06
“ 10 .04 .04 .04 .04 .05 .05 ,06 .06 .06 .06 .05 .0S
. 10A .04 .04 .04 .04 .05 .08 .06 .06 .06 .06 .05 .05 .05
o 10B .04 .04 .04 .04 .05 .05 .05 .06 .06 .06 .05 .05 .05 .05

The table indicates that the smears of the BNC1l matrices for

.,\ chorion proteins range from 4% to 7%. The smear of the BNCl matrix for
= proteins 292 and 18B is calculated to be 5%, between that of the CC (13%)
;E: and the NNC matrix (2%).

¢
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Another BNC matrix, called BNC2, is defined by

M = xi if Xi= j aad (Xi_I-Yj_l or xi+1: j"’l)
i,j . » . (2-8)
otherwise.

i=2,...,m-1 and j=2,,..1-1.
The BNC2 differs from the BNCl matrix in that it suppresses the *"®* of
equation (2-7), For comparison purposes, the BNC2 matrix for proteins 292
and 18B is presented in figure 2-7.

Finally we define the BNC3 matrix as:

* » if otherwise. (2-9)

i=2,...,2~1 and j=2,,...2-1.
The BNC3 matrix for proteins 292 and 18B is presented in figure 2-8,Table
2-4 lists the smears for the BNC3 matrices for all pairs of chorion
proteins uap to the second decimal digit. Smears less than .01 are not

entered in the table,

Table 2-4. Smears of BNC3 matrices for all pairs of choriom proteins.

292 292A 292B 609 18 18B 18C 401 401A 401B 408 10 10A 10B
292 .01
2924 .01 .01
292B .01 .01 .01
609 .01 .01 .01 .01
18 .01 ,01 .01 .02 .01
188 .01 .01 .01 .01 .01 .02
18¢ .01 .01 .01 .01 .01 .01 .02

401 .01 ,01 .01 .01

401A .01 .01 .01 ,01 .01 .01

401B .01 .01 .01 .01 .01 .01 .01

408 .01 ,01 .01 .01 .01 .01 .01

10 .01 ,01 ,01 .01 .01 ,01 .01 .01

10A .01 ,01 .01 ,01 .01 .01 .01

10B .00 .,02 ,01 .01 .01 ,01 .01 .01 .01 .01

As capn be seen from table 2-4 the smears of the BNC3 matrices for

chorion proteins range up to 2%. Those for the same protein vary from 1%

......
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to 2% compared to the minimum 1/203 = ,0125%. The BNC3 matrix "filters”
the data rather severely and suppresses diagonals that were discernible
in less restrictive matrices presented previously.

The entries of all matrices defined so far are blanks, asterisks
or alphabet characters. It is clear that im a quantitative sssessment of
diagonals the types of matches and mismatches should be taken into
consideratioi. matches of rare letters being more "significaant” than
those between frequent letters. However, viscal examinatioms of character
matrices are not elaborate enough to take the nature of matches or
mismatches into account. In whichever matrix is available, the
investigator is searching for long diagonals with a large number of

matching nonblank characters relative to the length of the diagonal.

Thuos for purposes of visnmal examination a matrix entry may be reduced
to a blank or a anon-blank character. |

The five types of character matrices introduced in this chapter are
conceptually and mathematically related. The (i,j)th entry of the NNC
matrix was defined after comparing X; to Yj and their next (right)

neighbours Xi+1 and Yj+1. Instead one might compare the previous (left)

neighbours xi—l and Yj-l and comstruct the Previous Neighbour Comsidered

(PNC) matrix. The superposition of the PNC to the NNC produces the BNC2
matriz.

o The design of various character matrices to reduce the smear and
enable the investigator to discern existing diagonals, was previouly

called “"filtering” of the data., The term has not only a heuristic

appeal; for the NNC, PNC, and BNC3 matrices it is wused appropriately
:5: in a technical semse too, Indeed, we can consider these character
o matrices as CC types of matrices on the data after they are tramsformed
@
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appropriately. In perticular, comsider transforming the sequences (X3,

t=1,...,n and {Yt}' t=1,...n as:

L - e ] D] e
=t t+1 S Ys+1 S‘l.....n'l

Then the NNC matrix can be thought of as a CC type of matrix

L L

on the
transformed data. The transformations corresponding to the PNC and BNC3

matrices are

x = Bt ] Y = Es ] s 060 ey
-t t"l -3 3_1 8’2. ] on
and
~ t-1 -~ s-l t=2. se e .ll—l
gt’ Et ] !s Es } 3’2’ TR ln-l
t+1 s+1
respectively.

The NNC, PNC, BNC1, BNC2 and BNC3 character matrices were designed
in order to reduce the noise in the CC matrices and make signals easily

discernible. Of those, the NNC and PNC and BNC3 matrices suppress

signals as well., A syllable of leangth L present in common in X and Y

gives rise to a diagonal string of length L-1 for the NNC and PNC

matrices and L-2 for the BNC3 matrix. The BNC2 matrix does not suppress
signals but does not allow for mismatches; when a substriang is common to
the two words except for a mismatch, the diagomal corresponding to the
syllable carries a blank character at the site of the mismatch. While
filtering noise, the BNC1 may be thought of as enhancing signals as it
does not allow occasional nonconsecotive mismatches in a syllable which
is otherwise shared by X and Y, to brake the diagonal corresponding to

it.
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® Fig. 2-1., Droteins encoded by the fourteen chorion genes under

. analvsis,
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3. STATISTICAL PROPERTIES OF SNEAPS OF CHARACTER !ATT.ICES

The CC, MNC, PMNC, 1MNC1, 7MC2 and BMNC3 character natrices were
introduced in chapter 2 as g3raphical tools to explore string data. Tais
chapter Jerives some of the statistical proverties of the smears of the
CC and NNC nmatrices. The statistical properties of =matrix smears depend
on tie mdodel under which words are written. The =—odel the most tractavle

to work with is the iandependence nodel, T:ze independence =odel supposes

that words 3=2(X7.X5,000,%,) aad ¥=2(Y,,Y,,...,¥;),  written in an
alphabet of s characters {al.....as}, are incdependent sets of
independent observations distributed as:

Pr(X,=a;)=p; i=1,...,s and t=1,...,n
and Pr(Y,=a;)=q, i=1,...,s and t=1,...,2.
Propositions 3-la angd 3-2a derive the f{irst two noreats and tle
asymptotic distributions of the smears of the CC and NMNC =natrices for
two different words I and Y. Propositions 3-1b and 3-2b derive the sane
cesults matrices of one word X.

-~ -

Drsooosition 3.1la. Let S(:'i’ Je the smear of the CC natrix of I and 7

defined in (2-2), "nder the independence zodel,

g (X, N=o¢ (3-1)
:; whece ¢ is the theoretical smezr defined in equation (2-3)
and s 2 s 2
(n=-1) 2 2.9 * (m-1) / Px %

_ k=1 =1

| Vars(X,y) = ~— - 31371 2, (3-2)
-- ain nn an

@
- S S
- 1 0 2 1 7 2 1 1 2
- T/ P Yo ) Pt T (;*;) ¢~ as a=>® and A==,
- =1 ®=1
o
e e e e T R

OBl Tt I s s ]
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T If (m=/n) =X\ as a== and n=o,

\a(s(x.1- @ > §(o, v (3-3)

] S
and V=) peal + A ) ppla, - (140)o? (3-4)
k=1 k=1

Proof. Tlie smecr of tie CC =matrixz can Ye written as:

a n
/ _; ¢(Ki'Yj)
i=1 j=1
S(X,Y) = ] (3-5)
== =nn
)
E- 1 if T.=Y.
) waere p(xX.,¥v.)= 1y (2-4)
- 1'% .
N otherwise,
1 Taerefore,
3
1 s
_ :S(:.‘:‘ = —.G(‘(x,YJ) = f’!‘(xz=‘.’l) = 'f P::Qk;
|- z=1
tae 'S of tae above equation being the theoretical smear defined in

2i3ation ‘I-3Y, To compute tae variance of S(Y.,Y) we evaluate variances

Yace( 7 VY=a(l-g)

-

|

anc covariances armong the P variaoles. }
|

1

[f 1#4 and #v, Cov(p(xi,YJ),ﬂ(Xu{Yv)) = 9,
s |
If jév Cov(9(X.,Y.),8(X: %)) = , soq? —a2 ‘
. J - .-1. J » .\i,-v /_;J'.‘:.‘k . ;
. z=1
® s
T L) -
If 1#u Cov(¢(ai,fj).¢(xu,fj)) = 2 pk'qh -G7.
- k=1
~ence
° .
)
J
I T S I R T T s oS O AR
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m n | n n
nznZVarS(s.I)= ) ) Vazp(X,, .)+ 2 2 2 Cov(¢(Xi.Yj).¢(Xi.Yv))
1'1 J’l i=] j=1 v=1
j#v
m 3
+ Z 2 Z Cov(¢(v Yj)'¢(xu'Yj))
i=1 j=1 u=1
i%u
s s
= mno(l- c)*ﬂn(n-l)(> pquz -g~ ) + an( -1)(/ P-. o,- 02)
k=1 =1

Equation (3-2) is obtained by dividing both sides of this equation by
(mn) 2,

To derive the asymptotic distribution of the smear of tie CC
matrix, note that equation (3-4) presents S(X,Y) as a U-statistic.
Therefore if (=/a) = A as m => =2 and a = =, the asvuptotic
distribution of § is normal (see, e.z., tkeorem 9, p.364, in Lehmann [9].

In particular

D
\m(S(Z,1)- @) =N(0,V)

E for vV = 0'012*')»6102: (3-7)
i; where 0102 = VarQlO(Xt). 6012 = Var@nl(Yt)
;1_ and Big(x) = Zo(z,¥ . )=g = Pr(¥ =x)-c
‘ ’101(:7) = E¢('{t.y)-c = Pr(\t--v)-c.
o s
. SN 2
. Tence 919" = ) pylag=9)”,
: x=1
[ ] s
: 2 _ 2
0'01 = é qk(pk -g)”,
k=1
and (3-4) is obtained by substituting the above expressions for %10 and
E
3np into equation (3-7),
Nemark that if o=>® and n=® so that (=/n) =2\, aVarS(X,Y)~ V,
9
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linit of thke wvariance is the variance of

distridution of S(X,Y).
Thae
tae

O mnethod. The 3 method is used to prove

proposition 3-1b which can be may also

statistics theoren,

Pronosition 3-1b, Let S(X) be

independence nodel,

Y.
!

s s
S 1 L, o co2
rS(3X) = = ~(1- T) Dy ~ ] 7 as =
x=1 k=1
and
13 s
. - g 2 (m=1)(2=2) 7~ 3  2(=a-1)(an-3)
+Ars \)—2—71’7‘ 4 = 7 2 - (
- ook < a2’ LTS a3
=1 B k=1 ) 4
402 S
~ = (a3 )"
=1 k=1
Furtherzore, as a1 ==
s s
. [T N R S
\2(S(X = 557 ) D N, 40, 3.0=0, o7
=1 =1 =1

DProof. As naoted in chapter 2 a CC matrix for one

t

od

o]

ad

asymptotic

te proved Ly the

tie smear of the CC zatrix of I.

ST TR e ——y

e asvmptotic

asymptotic ‘result of proposition 1 =ay also be obtained by the

result in

l-sample U-

Under the

Sa (2-3)
S
T2
=1

(3-9)
BN (2-17)

word carries a solid

iiagonal taroughout, “or =Y, equation 3=5 Lecomes
a2 o}
J) Nt ’ 7-,?.-
L L pXy YJ) AV ¢(‘1 J)
i=1l j=1 1 i#7i
S(X)= — SR S : (3-11)
| n} a”
s
] . . . . i - -
"nier the independence assumption, for i#j, ﬁo(Ki,Kj) = Z 2. and
k=1

equation (3-3%3)

follows by taking expectations of both sides of (3-11),

et o o

I3
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For notationsl convenience let
s
T = ) oyl (3-12)
k=1

To compute the variance of S(I) we evaluate covariances among the ¢'s,
Cov(¢(xi,xj).¢<xj,xi) = Var¢(Xi,Xj)
If i#j Var¢(xi,xj) = v(l-<).
If i#u,i#v,j#v, and j#v Cov(¢(xi.xj).¢(1n,xv))= 0.
If i#j,j#k, ik Cov(g(X;,X;),9(X;,%y) )= Eg(X,X)9(X;, X, )72
s
Pr(xi Xj )-SR 2 P - T

k=1

Hences,

atVarS(D) = ) ) Vars(X,7p04) ) Cov(p(XyX;) . $(X; 500+

i# i
£ ) 22 CovIpI LI, BILT) + ) 3 D Covlp(X LX), (% X)) +
ijk ijk
i%j ik j#k i%j i%k j¥k

+ 2 2 2 CovIBRLIN, B, X)) + Y ) Y Covlg(X;,X,),9(X, Xy)=

ijk ijk
i#j itk jAK | i#j itk jek
S
= 2a(a-1)t(1-0)+ 4ma-1) (@-2) () p3- <2,
k=1

and equation (3-9) is obtained by dividing both sides of the above

equation by n‘.

To derive the asymptotic distribution of the smear of the CC matrix
by the & method, let M; ©be the count of alphabet character a; ia

I=(Xy,. .,Xy), and let 3 .=(M,/m) be the frequency of characte- a

; in X
T

and P = (51.....53). Then (My,...,M,) is multinomially distributed with

s
perameters m and prs(pl....ps). By the normal approximation to the

moltinomial distribation, 4n(3~p) - N(O,Dp-ppr). where D_ is the

P

Y

. P . . e . PR 2 . o . . «
B R IS ) PSRRI I LRI R SRR T SUSN WEPNE SRS WA S . SR S G I WA S SRR S A S S P L DU}

. . DA ~a e~ o ol e

————
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diagonal matrix with the entries of vector p along the diagonal, and

consequently ﬂi—pﬁ=0p(1/qm).

s
Let g(p)=§ pkz. From equation (2-4) it follows that S(X) = g(P). Then
k=1

s(D)=g(p)+(grad g)T. (B-p)+e, I5-pll
with e;,—0 as S
Sobstitating zrad g= 2p and multiplying the above expansion -by dm we
obtain

™ 1 T, a

Va(g($)-g(p)) = Ym 2pT($~p)+ 0p(1).

Therefore, qm(g(s)-g(p)) is asymptotically normally distributed with mean
0 and variance 4pT(Dp-ppT)p = 4(pTDpp—(pr)2) which is writtem inm the

entries of p in equation (3-10),

Proposition 3-2a. Let S(X,Y) be the smear of the NNC matrix for words X

and Y . Under the independence model,
ES(X.1)= o2, (3-13)

and as @—>= and o~ subject to m=0(n?) and a=o(m?),

s s
N 2 2,2
VarS(I, 1)~ = {20 (2 Py )t (2 Py )} (3-14)
k=1 k=1
s s
1,2 2 2,92y -3 L. 1 44
v 2 262) play) ¢ Qle)?l -3 G+ D) ot
k=1 k=1

If (m/a)—=> A as m 5@ gnd 1 ==, the smear is asymptotically normally

distributed
(s, D- o¥) D No,m

vith V= 1lim mVarS(X,Y) as o=,

Proof. The smear of the NNC matrix for X and Y can be writtea as

SO

I TN . L St el N L.
e, e N ) I I N R IV P AU S e e N, Y -
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m-1 n-1
i=1 j=1 _
where
. - 1l if X.=Y. and X, +1= Y +1 -
X0 X3013750T5400% o gthgtw:.se.1 (3-16)

Therefore,
= . - - - — - 2 =
ES(X,D)=ER(X;, X4 08, Ty, )=Pr (X =T, X 00 =T )= (Pr(X;=1))) %,

and

VarS(X,1)
-1 a~1 @=~1 n-1

5 PRI 16 9% FUUFE 5 SUPPIY 16 396 SPEL 4% Sp)P
i=1 J'l a=l v=1 (3-17)

T@1)2(a-1)2
To evaluate (3-17) let

m-1 a-1

=) ) Cov(@Xy, X 5T, T uy) BE L 3Ty T ) (3-18)
k=1 1=1

and rewrite equation (3-17) as

m—1 a-1
VarS(X,I)= — ) 2V (3-19)
(m=1)“(n-1)
i=1 j=1
We evaluate vij for i=2,...,m~1 and j=2,...,n-1.
K By independence, if |i-ul>l and lj-vi>1

CO(Q(xi'xi+1:Yj 'Yj+1) ,‘!(Xn,xn+1:Yv,Yv+l) ):O¢

Therefore the valnes of © and v which coatribute to Vij are such that

L

o either li-alf1 or Ij-vlﬁl as presented in figure 3-1. We now compute
:; their contributions.

2 If u=i and lv-jI>1,

@

= M . - 4
EQ(xi,xi+1,Y" ,Yj_,l)‘l(xi,xi,,,l,Yv,Yv*l) g




~

* - =V =V ) _04 =
HiTE Ty el el fvHd

"3 2,2 _ 4 (3-20)

-
z=1
-y o
L & of —————
— b
— L ey T 53 i
Sr— ¢
5 »
i +
T 4 —
; ™
" -
i_,
— :
1
J.
?-% o A & h_ai - - - - -
= - —
18 N + !
) & weop ——
. = v -
e -
i ¥ - - P
+ T
+ T
— 1
-
a T
v - t
—
B B
1
I
“
&- -
s d
Tiy. 3~1. Values of u and v for which
N Y)=0 for i and j fized.

CTOTE TS SUUES 0% JURDIS [CAR-SNEE) SO 1

If uw=i%1 and lj-vD>1,
- N 2.2 s
Cov(Q(Ki,Xi+1;Yj,Yj+1).Q(Xu.Xu+1:Yv.Yv+1)) = 67 () pypay o). (3-21)

. [l
Similariy, if v=j and li=ui>1

. R . . . e At . . ety . B . .. IR
PP Y R APy WY O W S W, u PSR S, PR OGO L U T R U . S P P U D .
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Cov (B, ,X.,13Y. .7 o) B, Tung 3 Yo Tony)) = () pulay)2-a (3-22)
Sietislityetjer? ity tuerityr tyey L P % ' N
k=1
and if v=j%1 and li-ul>1,
s
Cov(BIX,, X, 5Y. Y)Y, Kuugi T, Yory)) = 02() pelay-02) 3-23)
OV, X550 Y5000 Bl Ry i Ty s ¥geg)) = 07( ) pyp=o™). 3-2
x=1
N s indicated ia figure 3=-1 for fixed i=2,...,2-1 and j=2,...,a-1, Vij is
o a sum of 3(=-4)+3(a-4)-9 monzero covariances. Of those all but nine can
-
al be computed from formulae (3-20) to (3-23), the nine terms being
; COV(Q(".,‘. 1+1:Yj ,YJ'+1)n@(xu,:’\n*l;Yv,Yv_*l))
y for u and v such that lu-i{1 or 1j-vl$1. Taese covariances can be
X
F . L.
| @ derivec similarly. Towever, we do a0t need to compute them exzplicitly as
i their total contridbution to Vij is 0(1) compared with that of the other
contributing terms which may de computed from formulae (3-20) to (3-23)
;' and is of order M{a)+O(a) as can Ye seea from (3-24) below. Thus,
3
:. Vl_] = > COV(‘!(xlu l+1’Y YJ+1DQ(X 1+11leYv+l))+
- lv=j 151
? B}
;» * / / COV( P(\ 1*1: ' J+1)’Q(Xu‘xu+1=yv.yv+l)) +
g u=i1 Iv-1l>1
: * Cov(d(X, ,.L+1,Y YJ+1) P(va"g»l" ,Yj,l))é
9 la=il>1
L» - Z Z COV(‘}(XI,Ki+1;YJ,YJ+1)a’}(xu:xu+1:Yv)Yv+1)+ 0(1)’
- lu=i>1 v=j=1
P Cach of the four sums in the above equation can be computed by
substituting formulae in (3-21) to (3-24) for the covariances ia the
four sums above to obtain
] 2,5 S 2,2 4
Vij=  2a=d)ev( pqu -g%) - (a=4)(() pyqy~)~=o )
;j *2(ﬂ-4)62( ; 5. 2q,-02) + (z -4)((T )i-gt) - G(1), (3-24)
e

P
0y

¥

- 4 - - . < T . A R . - . - - - . . .
PP TP WP ST DA O PP A N PSP O A L PR PP
e . -, - - " -
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- The wvalue of Vij wien i=1 or j=1 is slightly different from the
:ﬂ expression in 3-2. Tlowever,
S
q n~1 o-1 a-1 a-1
4 N N " = .-
Z / Vij is of order O(mzn)+0(mn‘) wrereas Z Vlj and 2 Vi1
i=2 j=2 j=1 i=1

. 2
eace, as 3=>® an¢ n—>® subject to m=o0{n~) and n=o(m:"),

n-1 n-1
1 1 v 5
VarS(X,Y) =~ =~ SOV,
='s ), / 1
(m-1)2 (2=1)2 = £ 1
i=2 j=2
1 .20,% .2 2 S a2 32 4
- = (67(2/ 2..7ay,=~0%) + () £y "q ) "=0™)
| L 4
L @
’ 1 T 9 N 2.2 4
o L (<2090 252y _— _ 32
t m(c (2_{:3,50___: d)’(ﬁpsqs) c™) (3~25)
. wirich equals the ZUIS of equatiom (3-14),
EI. To derive the asymptotic distribution of S(X,¥Y) let xij and “ij de
-
b
3 tne counts of the 2-letter syllaole 3;a; ia I and Y respectively.
g Tormally,
bj a-1 a-1
) l" .= .. i d ~r A Y L= . - .. <r . “-7
..11 -/- Il_] _xk,.n‘;*l) Jl‘] 1 ‘1.] AS'Y‘;TI) (J -5)
x=1 k=1
lar IiJ(...) thie indicator fuaction
o
‘ 1 if x=a. and y=a.
I..(x,y)= L T ST (3-27
kj %7 0 otherwise, )
V'lote that
® $ s s s
: J 74y = oAl i/ Wij= a-1
- i=1j=1 i=lj=1
- and let
e M. N
a 1_} a lJ A -
DT and Q.. = (3=-23)
. 1] m=1 1) n=-1
3 be tie frequencies of syllable a3 in X and Y. Tae following notation
[ \
|
e i P P AP T S V.a._'.',n'.-.';\_-p....n'.»..(. S A - N
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is useful:

LTS P P SO S (3-29)
LRI A AR T
pT=(p11.....pls,....psl,....pss) (3-30)
q?=(q11,...,qls,....qsl.....qss) l

RS- PO PO SOURN. U8 (3-51)

aT_,a a a a
q "(0.11.....0.15 oov:qsll"'lqss)'

In this notation, the smear of the NMNC character matrix can be written as

S S
.: I \
L IR
i=1j=1 aT »
S.1)= @1 (-1 P % (3-52)
Let 3(p.q) = pT.q.

Dy the differentiability of g( ,

LB - o0 ~(sead T <[§J ] - ! ] !
QU

wiere €, =0 as B =2p and § 9 q. Substituting

(zrad 3)T= (a 2 ....,0 : ) 3(p,q)= [:]
Pss

dagy”" T 3,

into the apove equation, we obtain

e
S(5,7)= 3(p.q) * qF.(B-p) + pl. (G + ¢ .l[%:? 1. (3-33)

an

‘‘ote that thne distribution of M and N is not nultinomial., The asvmptotic

distibution of P (and §) is provided by the following lemma.

Lemma 3.1. Under the independence model, P defined by (3-31) and (3-28)

is asymptotically normally distributed

5 Ve (8 - 9 3 voo,3H

N

tji with

N

L ]

=

i

.
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:2; 53=(912..‘-;?1?s....,pspl..--.psz) (3-34)
~ 1 - s

El’ 2 i,jsu.v pi?jpusiv * pipjsiusjv M pipjpvaju 3pipjpupv (3-35)

4

(sij is the usual Xronecker delta.)

-

I . .
=
Proof, Let ¢ (cll""’cls""‘csl""'css) oe an arbitrary vector of s
coastaats. ¥ 13=-29) and (5-25) ,

s S o)

L 4L 1)y . 1j°1)

- S
MM =, o= ) e T (XX )
i=1j=1 a=1i=lj=

Note tluat GTH is an (a=1)st sum of l-dependent variables,

Cov(ll; 0 y)

, Ty = o o .
Var(c*¥) = YW ijCuv o tav
i

and Cav(My;, M y)= Cov( 2 I (3g0%ge1) 0/ Lov(X3,X3490) .

If la=-31>1 by independence, C°V(Iij(xa'xa+1)'Iuv(XB’X8+1))=0‘

-

Zence,

a-1
COV(:Zij"‘tuv)= /.‘ COV(Iij(XG,Xa.,,l),Iuv(Xq_l,Xu))

a=3
-1

L a=1

- =2

.' + Z Cov(Iij(Xa,Ka+1).Iuv(Xa+1,Xa+2)). .
=1 (3-36)
(‘-

The covariances in the three sums above are:
COV((Iij(Xa.Xa+1),Iuv(Ka_l,Xa))=

]

' = Pr(xa-1=au'Ka=“v'xa=ai'xa+1=av)'pipjpu?v

s = PiPjPudivT?iP?jPulv

- and similarly,

[
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[Salie i S s Jart s e ate aun s Dot e s dait dhgs Jath Shwn Shgh S ta 3

c I..(T ¥ - X = .9.3...3. - ..
LOV(’LJ("c'":+l)"uv(*a‘“c+1)) 2i?i%iuljv T?iPj2¢Py

and C°V(Iij(xa'xa+1)’Iuv(xa+1'xa+2))= PiP;Py8;4"P;P;PyPy-
Substituting the above formulae for the covariances into (3~35) we obtain
Cov(Hij.Huv)= (3-2)(pipjpuSiv+pipjpv6ju-pipjpupv)
+(m—1)(pipjaiusjv-pipjp“pv). (3-37)
Tierefore Cov(Hij,!nv)=G(n) and so is Var(elM). According to the k-

dependent CLT (theorem 7.3.1 of Chung [31]),

et - oTen

= N(0,1)
QVarcTM

and coasequently Qm(ﬁ -g8) ~ M(o,3l),
the parameters of the distridbution jiven by (3-34) and (3-35).

an

Lezma 1 =nakes the 5 nethod applicable to the expamsion (3-33) and tke
asvuprotic Jdistribution of the samear of the 'MC matrix easily derivable,
If (z/a)=> A as o9 = and a=>=®, for p = EP and q = £ equation (3-33)
Jecones:
V= (£(3,0)-0%) = o E§T. (32 + x n 8T.(4-q « o (D).
zerefore tie LIS is asymptotically normally Jistriduted wvith =ean 0 and
variance
=gTslog » AzpTs2ss.

=8 and Zl are 3iven in (3-34) and (3-35) of lemra 3-1 andé the formulae
for ©§ and 22 are ootained oy interciaangiasg Qe for I Substitutiag ok

EQ, Zl and Z; into the above asymptotic variance we obtain

S S S S
2N 2 \ 2 . 2\ = 2 o oy
26‘ 2 kak~ *(Z pqu2)~ + N( 20‘} pk2qk+(z pk qk)2] - J(I‘A)G4.
k=1 x=1 =1 =1

as asserted ia proposition 3-2a,
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Remark, again, that the limit of the variance of qm(S(g.Z)-az)

equals the variance of the asymptotic distribution,

Proposition 3-2b, Let S(X) be the smear of the NNC matrix for X written

onder independence. Then,

S
ES(X)= 1 . 2(m~4; 2 pk3 . (m—2)(m;3) 2 - t2 (3-38)
a~1 (m—1) (m=1)
k=1
and
S s
as@—<h B N, 40222 Y pd v O phHrZoaeh ) (3-39)
k=1 k=1

Proof. The smear of the NNC matrix for X can be writtenm as

m-1 -1
} } Q(xi';i*lng’xj+l) } 2 Q(xi'xi+1;xj'xj+l)
is1 j=1 L.
S(3)= ——2 ; I S 2! > (3-40)
(m—1) m—-1 (m-1)

for $(.,.;.,.) defined in (3-16). To evaluate ES(I) remark that

. s . _ _ - = -2 -
if li=j D1 E®(X;,%, 45X, %5, = P(X=X)0P(X; q=K; ) = < (3-41)
S
if limjl=l BR,Xy05%,%5,) = POXG=Xq=Xip) = ) o (3-42)
k=1

Ed is given by (3-42) for 2(m—2) of the (m~1)2-(m-1)=(m~1) (m~2) pairs
in the summation of (3-40) and by (3-41) for the remsaining pairs.
Equation (3-38) is obtained by taking expectations om both sides of (3~
40) and substituting from (3-41) and (3-42) into (3-40).

To derive the asymptotic distribution of S(X) note that

. L . i . - LU - - - A N - .
PR Wt e N ‘. P . : . . . M Tt e -
. . . - . IR S

L] - ) - - . .
PP L O AT .« -
P, a L ST AP VAT ST A W, PP AT P A A's at.ataat FRLIE
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S S
2
} i
i=1j=1

- 1P

S(X)=
- (m-1)2

for !ij defined by (3-26) and P defined by (3-31) and (3-28).

Let g(p)=lpP. Since

T_ 8 3 T T
(3rad g) =(—l-oll—_) g(p)=2P »
P11 9Pss

S(X)=g(p) + 2p7. (F-p)+e I3-pl.

For p=Ep
. s s
i g(p)= 2 2 (pipj)2 = ¢2
O i=1j=1
# and \m(s()-2) =2 \m pT.(F-p) + o (1),
;:. By lemma 3.1 the LHS of the above equation is asymptotically normal with

mean 0 and variance which, computed from (3-35), is

42 } 2 2 PinPqu(PinPu5iv+Pin5in5jv+pipjpv8ju-3pipjpnpv)=

ijuaovw
= 322 3_3 2, 3.2 _._ 4y,
SOPPLRILARDDENRAEDDPEIISEE LY
iju ij ijvw
s s

42) g2 + () pphHr2-ach)
- k=1 k=1
B ss asserted in (3-39).
ép If X and Y are two independent identically distributed words,
@
a i.e., if m=a and p;=q; for all i, both S(X) and S(X,I) estimate the same

parameter t of equation (3-12). Propositions 3-1 and 3-2 assert that the
:‘ variance of the asymptotic distribution of qm(S(g)-t) is twice that of
Eﬁ qn(S(g.Z)-t) for both the crude and the NNC character matrices.
-
-
¢
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4, SMEARS ALONG DIAGONALS OF CHARACTER MATRICES FOR STRING DATA
Chapter 2 introduced a variety of character matrices that are very
useful in bringing out visuvally similarities among different words or
within a word. The visual examination of character matrices - as
insightful as it can be - is only a first step in the analysis of striag
data as it is limited in two aspects.
(i) It is stressful to the investigator's eye.
(ii) While bringing out strings that may be shared between the
words under comparison, it falls short of assessing similarities
quantitatively. As a comsequence, viswal recogmition of common
strings is partially subjective.

This chapter addresses the question of how to make the detectiom of
diagonals objective, i.e. describable quaantitatively, and possible to
implement on a machine. We are looking for statistics which reflect
the presence of diagonals in character matrices.

The statistic that has attracted the attention'of researchers so
far is the length of the longest common subsequence (LLCS) of the two
words onder examination. For  X=(Xy,...,X;) and ¥=(Y,,...,7;), the LLCS

can be defined as:

max{k: X, =Y. ,...,X, s¥.  for 18i,<...<ipSm and  1$5,<.. . <Gpla)
iy Tig iy Tig 1 )3 I1 Ix .

Needleman and Wunch {11] were the first to propose the LLCS as a measure

of similarity between genetic sequeances. Their method to find the LLCS

was later modified to a more efficient dymamic progfamning algorithm by

Sankoff [13]. After the LLCS has been <computed, the path [(ih.jh):lﬁhﬁk}

through the crude character matrix of X and Y can be traced for the
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investigator to examine,

The algorithm of Needleman and Wunch suffers from three
drawbacks. If a relatively long string is present in both X and ¥, it
will most probably contribute to the LLCS. However, if the common string
is present once in I and in two repeats in Y as shown in figure 4-1,
then of the two different common subsequences of approximately equal
length, the algorithm will only select one and will not let the molecular

biologist know of the internal repeat.

T
b »
- e
= s
- X
1 3
Ve g H
v 1 —
= e T
b
T
- N o
1N D, — 1 ~
N a e ~
” " N 7z h
~ a8 X X
X N I v, 4 . -
N . =~
Ny 1S e Sy
N— PN . v
N - "t
e
' 3
—
t
e b
ve +
e 18
: " b — — S
- 5 )| T >
b o e 1
. = =1 — re 4
-

Fig. 4-1., The presence of a relatively long string in both X and ¥ in

(a) will be most probably detected by the Needleman-Wuanch algorithm. A

repeat of the string within Y as ia (b) will not be detected.

L. Furthermore, the algorithm weighs sll matches and mismatches in the same
way, counter to the seanse of the statistician that matches im rare
letters should weigh more than matches among rather frequent letters, and

:- the knowledge of the molecular biologist that some substitutioas on

genetic molecules affect the fumction of the molecules and the state

of their cells dramatically, whereas others do not. Needleman and Wuach

4 - . - . B .. - e . . e
- . . . ! S . - . . |
2 o .. P . . - . .o S . . “ . FEET
ity 3 L AP A LI VI G WY Sy TR SN S - D .. B . . . .
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were avare of this problem and mentioned that weights other than 0 and 1
could be used but they provided no hints as to how to obtain these.
weights from data and their remark was later ignored in the mathematical
literature. Finally, little is known of the distributional properties of
the LLCS. Chvatal and Sankoff [4] showed that if L  is the LLCS between
two words both of lengh n, ELn is superadditive with respect to n, i.e.
ELpsn 2 EL,+EL, ., and therefore E(L,/n) converges to a coastant that
depends on the size of the alphabet in which the words are written., They
also provided upper and lower bounds for the limit.

Deken (5] showed that (L /n) converges almost surely to a random
variable under a stationarity conditioam on the LLCS, and that if the two
words are written independently of each other and the alphabet letters
are equiprobable - an assumﬁtion untenable for biological data =~ the
limit is a constant. Finally Steele [14] showed that if the vectors
(X;,¥;) are I.I.D., VarL; = 0(n) and proposed the replacement of the
LLCS by other statistics in view of its intractability.

Suppose that X=(X,,...,X;) and Y=(%,,...,7,) with X, and T,
obtaining values inm a fimite alphabet {al,....as}, assume that m2a and
let (Mij} i=1,....a j=1,..;.n be the CC matrix of X and Y. In the visual
examination of a character matrix, in order to detect substrings common
to both words, the investigator tilts the character matrix, aligas his
axis of vision to the matrix esmtries [Mi,i+k}i=1.....nin(m.n—k) and
searches for comsecutive non-blank matrix entries along the matrix
diagonals {Mi,i+k}‘

In order to fix ideas we igtroduce some nev nomenclature, If I and

Y share in common a relatively long substring so that

Eoamin J
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Xu=Yu+k'xu+l=Yu+l+k"'"xv = Yv+k
(4-1)
for 1%0évim and 1lu+kSv+kla,
then the entries Mo, a+kr ¥o+1,u+k+1c+ Y5, gex ¥ill be nomblank as

shown in figures 4-2a and 4-2b and we shall say that words X and Y share
in common a string of length v-u+l lying along the diagonal at lag k, or,

more briefly, that X and Y share a common string at lag k.

Let Mij be the CC matrix for X and Y and suppose that k20. A long
common string in (4-1) would cause the ratio of non-blank matrix entries
to the total number of entries on the diagomal (My ;.,....Mpy ;) to be
higher than ratios on parallel diagonals of comparable length as
indicated in figures 4-2b and 4-2c. We shall call the ratio of nomblank
matrix entries om {My j.y...., Mz y 5} to the total number of matrix

entries along the diagonal (i.e. mk), the diagonal smear at lag k.

For m’n, the process of diagonal smears can be writtem as:

n~k

Y #(X;.7 )
j=1

; >
o if k20

D(k) =

min(n,mn+k) (4-2)

Y # Xy 7))
j=1

min(n,m+k) if k<0

D(x) =

for ¢#(.,.) defined in (3-6).

The process of diagonal smears is relevant in detecting common
substrings among X and Y becanse a common substring would caumse the
diagonal smear at a lag specified by the string’s position in the two
words to be relatively high and, conversely, lags at which diagonal

smears are high could signify the presence of a common substring.

......




. ‘;.".""-.
PR
.‘l RS

.
’

PR

ot

T r vy
. s b
.

A

[

B ARAR S g 57

. ‘ )
« L

o e
s e m®

A L T R A St R i de Benie i g v

52

*The proof of the pudding is in the eating.” If the process D(.)
proposed is of any valne, it should pick up diagonals where they exist
and indicate that there is nothing of interest where there are no
diagonals. The performance of D(.) will be assessed on choriom proteins
292 and 18B which were examined visually in the developmeant of the
variety of character matrices in chapter 2, The cytochrome ¢ protein of

Tetrahymena pyriformis and the choriomn 292 protein were chosen as 8

®control®” pair because it was expected that they would share no
similarity whatsoever as they play very different r8les in the lives of
two distant organisms,

Figures 4-3a and 4-3b present the CC and the BNC1l character matrices
for the control pair and illustrate that, as expected, the proteims of
the control pair share no long strings inm commoan. The longest common
string is three letters long, while the lomgest string common in both
proteins up to non comsecutive mismatches is only four letters long.
Figures 4-4a and 4-4b plot diagonal smears vs, lag for chorion
proteins 292 and 18B and the control pair. For diagonals at highly
positive or highly negative lags diagonal smears are computed for a
small number of observations; this is the reason for which the
variability of Dy is higher in the left and right tails of the plots
than in the middle.

As illustrated from their BNC1l matrix on figure 4-5, the three
most prominent strings common to the chorion proteins 292 and 18B lie
along the diagomals at lags =12, -10 and 0, other prominent common
strings lying, in order of diminishing prominence, on the diagonals at

lags -15,-5, -20, 5 and -100., Table 4-1 lists the tweanty-four largest
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diagonal smears in decreasing order.

Table 4-1. Sorted diagonal smears for proteins 292 and 18B.

RANK LAG D.SMEAR RANK LAG D.SMEAR
-12 .48 13 63 .21

0 .36 14 -114 .20
-~100 .29 15 -129 .20
-98 .25 16 10 .20

S .24 17 -83 .20

o lalBL

Ul ey funt BmS 3 T Y ey o - >
A u . RIDAMAE~~ ga e’ s o y]:.r. '.v‘*‘r.?'f
Y

O Q0 -3 W o WK

-24 .24 18 -29 .19

-10 .22 19 57 .19

67 .22 20 73 .19

-18 .22 21 =26 .19

‘ 10 -2 .21 22 94 .19
3 11 -5 .21 23 -20 .18
; 12 -96 .21 24 72 .18

It can be seen from table 4-1 that the diagonmal smears at lags -12, -10,

0, -15, -5, -20, 5 and ~100 ( where prominent common strings lie ) are
the first, second, seventh, thirtieth, eleventh, twenty third, fifth and

third 1largest, If there was a nonblank character along one of the

i R

diagonals of lenmgth two, its diagonal smear (.5) would be higher than

any of the above., Clearly, it does not suffice to simply sort diagonal

smears in decreasing order. The threshold above which diagonal smears

SORRT TREN

should be comnsidered as "significantly” high muost depend on diagonal

i A RARE

length. ’ 4

Under the independence model, both the matrix smear and the X

diagonal smear estimate the same parameter. The matrix smear of the CC E

matriz for two words is computed from all blank and nonblank entries of -J

g» the matrix. The diagonal smear estimates ¢ from the ratio of non-blaak ?
? characters on the diagonal. Under the independence assumptions the matrix

: smear has been provemn to be asymptotically normally distributed about 2z

: 1

the theoretical smear and the number of non-blank characters om the

disgonal is binomially distributed. Hence, an upper confidence bound from ]

.
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the matrix smear and a lower confidence bouond for the same parameter from
the binomial data at each diagonal may be computed for o. Throughout the
remainder of the <chapter words will be assumed to be writtenm
independently within and between themselves.

Let U be a l-a; uopper confidence bound for ¢ computed from §
throwgh proposition 3-1. Let 6 be the m.l.e. of the asymptotic variance
V given in equation (3-4). Then, clearly v converges in probability to V
and

J.
\ Zl-al

B=5+——+o (17a), (4~3)

\m

where Zl—a is the (1—&1) quantile of the standard normal distribution.
For long words,

Pr(Uds) = 1-ay, (4-4)

Table 4-2 lists below the 90%, 95% and 99% asymptotic confidence

intervals for o computed from S by proposition 3-1la.

Table 4-2. Asymptotic coanfidence for the theoretical smears of
CCX for proteinm pairs (292,13B) and (292, Cytochrome c).

1-ay 292, 18B 292, Cytochr. ¢
.90 (.11-.16) (.06-.09)

.95 (.11~,.16) (.06-.09)

.99 (,10~.1T) (.05-.10).

The length of the confidence interval does not depend crucially on the
confidence level <uap to the second decimal digit because the estimate of
the asymptotic standard deviation of S in equation (3-2) is small.

Figures 4-6s and 4-6b plot Dy and the asymptotic two sided 95%
confidence interval for o for each of the protein pairs,

Let Lk be an exact 1-02 lower confidence bound for ¢ computed from
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the binomial data along the diagomal of lag k. Suppose that the length of
the matrix diagonal at lag X is N and that there are B nonblank entries

on the diagonmal, Ly is defined as:

0 if B=0 :
Ly = N . s (4-5) ‘
3 1 -— A-1= : !
the root of the equation } [? ]x (1 -x) ay if B0,
i=B
and
. Pr(Ly<o) 2 1-a,. (4-6)
1
g (See, for example, p. 181. of [1].)
:. What uvse is to be made of U and Ly? The hypothesis that o = op is

rejected at level a, in favour of the hypothesis o > oy if Ly exceeds aj.

In our context no oy is given to be tested; a (1l-ay) upper confidence

bound may be set for the theoretical smear. I; is themn reasonable to
saspect that when

U < Lk' (4-7)
a8 string is common to the words X and Y at lag k, and expect that if X
and Y share in common a long string, then inequality (4-7) will hold for

a2 lag k specified by the position of the string in the two words. Hence

to detect diagonals hosting long common strings, instead of sorting
diagonal smears, we propose to compare Ly to U. Qualitatively, the {(Ly}

relate to U as the [Dk} to S; the presence of a long string common to the

tvo words under exsmination raises L, aad has little effect on U. The

advantage of Lk ( vs. Dk) is that Lk take into account diagonal length
:‘ and consequently the variability of Lk is smaller than that of Dy as can
L} be seen by comparing plots of Dk and Ly. Figures 4-7a and 4-7b plot
'; the 97.5% nupper confidence bound U and the 97.5% lower confidence bound
.,.
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Ly st each lag, for the two selected protein pairs,
The probability of the event at (4-7) is
Pr(alU<Ly or Ula<ly or UcLylo)

Pr(odULy or U<o<Ly) + Pr(U<a<ly or U<Lyis) =~ Pr(U<a<ly)

"

Pr( U [ Ly )

Pr(c(Lk) + Pr(U<s) - Pr(U(a(Lk).

In view of (4-4) and (4-6), an upper bound for the eveat in (4~7) is:

Pr(U < Ly) < ay *ay. (4-8)

‘T“".(
B ¢ .

When (4-7) holds, we shall say that the diagonal smear is significantly

larger than the matrix smear at level ay+ta,y .

® As it can be seen from table 4-2, at a1=.025, U equals .16 for the

YV R 280 2an oo e o

pair of <chorion proteins and .09 for the comtrol pair. The lags at
which diagcaal smears are significantly larger than matrix smears for

both protein pairs are listed below.

Table 4-3. Lags at vhich diagonal smears are significantly higher than
the CC matrix smears of protein pairs (292,13B) and

(292, Cytoechr. c). ay=.025, ay=.025

292, 18B 292, Cyto ¢
LAG LCB LAG LCB
-12 .39 - -

0 .28 - -

5 .17 - -

At ay=eay=.025, the proposed procedure detects the matrix diagonals

T T eT T LT - = A ) LA S A "l —
| T. .g"l"'r'i"' r'

on which the three most prominent strings common to 292 and 18B lie. No
® diagonal smears are significantly higher than the matrix smear at these
levels, in the control pair,.

To detect more diagonals one should either lower U or raise Lk‘
i.e. increase either a; or a,. From table 4-2 it can be seea that ( up to

the second decimal point ) the asymptotic 95% UCB for o is .16.; the lags
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of the diagonals at which the diagonal smear is significantly higher than

the matrix smear for ay=.05 :nd'az=.025 are also given by table 4-3.
Figures 4-7c¢ and 4-7d plot the same bounds of o for a1=.025 and

a,=.03. The lags at which diagonal smears are significantly higher than

matrix smears at these levels are given in table 4-4,

Table 4-4. Lags at which diagonal smears are significantly higher than
the CC matrix smears of protein pairs (292,18B) and
(292, Cytoehr. ¢). ay=.025, o,=.05

"~

292, 18B 292, Cyt.c

LAG LCB LAG LCB

-100 17 -72 .09
{ -24 .17
'@ -12 .40
! -10 .16
0 .29
5 .18

Besides the diagonals already detected in table 4-3, the two next
prominent strings in the BNC1l matrix of the chorion proteins are detected
in table 4-4 and indication is given that a string common to both words
might occur along the diagonal at lag -24, The BNCl matrix of figure 4-5
indicates that the longest common string along this diagonal is the
tetrapeptide AVAG, On the other hand, in thg control pair and at the same
levels, the diagonal smear at lag -72 is significantly larger than the

matriz smear and the detection is void of any biological content. Hence,

the comntrol pair does not allow us to consider the tetrapeptide selected ‘
for the choriom pair as the realization of a legitimate signal. |

It was desirable to derive a simultaneous confidence band for o at
each lag. As this has not been attained, a 1l-a; upper confidence bound
for o from S and a l-az lower confidence bound for the same parameter

from Dy are constructed and the lags of diagonmals at which the diagonal

e e " & o+ " a e s L e L e I - _1
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smears are significantly larger than the matrix smear are listed for
forther examination. To detect the common susbtrings in the data the

investigator now focuses on the selected diagomals., A procedure to

astomate this detection will be proposed in chapter 5. Imn this chapter
the detection is carried out by a visoal examination along the diagonals
of the BNC1 matrix.

For X=(Xy,...,X) aad I=(¥;,...,7;) let m?n and LZO without loss

a
of generality and let M = {Mij} be a character matrix at the disposal of
the investigator. The diagonal of M at lag L aligns the substrings

) CHEFRERYS SUE

YyepreeesIye (4-9)
If

My, a+L7 -y, b+l (4-10)
is the prominent substring of mostly nom—blank character entries on the
diagonal of M at lag L, then

I, .0 Iy

) SURTRNS Ay (4-12)

are the most similar substrings of I and Y. The substrings of (4-10) can

be thought of as two realizations of a signal in X sad ¥; the mismatches

between Xi and Y; in (4-12) cansed by the imposition of noise om the

signal,
How good is proposed procedure? There are two types of error that the
procedure may commit and which, following the use of the terms in the
,. statistical literature, we call type I and type II errors.
{;_ A type 1 error occurs when a0 signal is present in both words and
fii the procedure comes up with some diagonmal smear significantly larger thaa
o
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the matrix smear. A type I error may be thought of as a “false alarm”’,

No type I error was <committed when the proposed procedure was
applied to the coatrol pair at ay=.025 and a2=.025. A false alarm was
given for the same pair, at ay=.025 and ay=.05; one out of the 242
diagonal smears was significantly larger than the matrix smear., If [Lk-U}
were I.I.D. and the upper bouad of Pr(L, >U) im inequality (4-8), was
attained, we would expect that diagonal smears would be significantly
higher than S at approximately 12 and 18 lags for the two sets of
levels chosen. ( Because .05%242=12,1 and .075%242=18.1.) The discrepancy
betveen the observed and the expected is striking and can be attributed
to two factors: aj+ay is only an upper bound to Pr{U<L,} and {L,-U} are
not independent. False alarms suggesting that very few out of hundreds of
diagonal smears are significamtly high (iz oﬁr case 1 ocut of 242) are
painless; in requesting the investigator to focus omn a few diagonals,
the proposed procedure reduces drastically the volume of work iavolved in
the visual examination of the data .

A type 11 error arises when a string is common to the two words

but it is not long enough to cause the diagonal smear at the lag
specified by its position in the words, to become sigmificantly larger
than the matrix smear. While the occurrence of a type I error is rather
painless, a type II error is a serious onme.

The detection of commom strings by comparing U to Ly for each
diagonal was developed while examining choriom proteins 292 and 18B. The
proposed procedure is now applied to the proteins encoded by the
Balbiani ring genes which are denmoted by BR1, BR2 and BRC and presented

on figore 4-8a., Figure 4-8b lists the proteins products of the Balbiani

Pfn el lien Sk Sah Sen Aug o]
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ring genes which will be called BRl, BR2 and BRC proteins, Figure 4-9
illustrates the BNC1 <character matrix for proteins BR1 and BR2,
underlines the strings most prominently common to the BR1 and BR2
proteins. The underlined strings lie on matrix diagomals at lags -173,
-105, -91, -31, -23, -9, 51, 59 aand 133. The underlined strings suggest

that there are extensive intermal repeats within each of BR1 and BR2

proteins; the repeats are illustrated in the BNCl1 character matrices for
the proteins on figures 4-10a and 4-10b. For the BR1 and BR2 proieins,
$=.120. Asymptotic two-sided confidence intervals of o at different

levels, computed from proposition 3-la, are presented in table 4-5 below.

Table 4-5. Two—sided confidence interval for o from the CC
matrix smear of the BR1 and BR2 protsins.

Ol I 2
- e
oo et

(l-al) Confidence Interval
.90 (.106-,134)
.95 (.104-,136)
.99 (.099-,141)

The process of diagonal smears and the 95% asymptotic confidence interval

L for o are plotted on figure 4-11, Figure 4-12a plots U and Lk for

a1=.025, a2=.01. As can be seen from table 4-5, the 97.5% UCB for o from

K ]
- S is .136. The lags at which {Ly>U} for ay=.025 and ay=.01 are given ia
table 4-6 below.
P Table 4-6. Lags at which diagonal smears for the CC matrix of the BR1 aand
o BR2 proteins sre significantly higher than matrix smear. a,=.025, a,=.01.
LAG . L
-173 .366
-105 197
e ’ - 91 .201
| - 31 .166
) - 23 .181
; 51 .212
,.
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If the strings detected visually and onderlined om figure 4-9 are
regarded as nine legitimate signals, table 4-6 indicates that at
a1=.025, ay=.01 the proposed procedure commits no type I errors; it
selects what appear to be the strongest six out of the nine signals on
the BNC1 matrix of figure 4-9., To obtain the remaining signals - and at
the risk of the occurrence of type I errors ome must incresse ay or a,.
For ay as large as .05, U= .134, At ay=.05, a2=.01. ﬁhe procedure will
still come up only with the smears of table 4-6 as significant; it is
rather stable for fixed a,. ?ignre 4-12b plots U and Ly for “1"025 and
023.025. The lags st which diagonal smears are higher than the matrix

smear are given by table 4-7 below,

Table 4-7. Lags at which diagonal smears for the CC matrix of
the BR1 and BR2 proteins smears are significantly
higher than matrix smear. a1=.025. a,=.025

L4G LcB
-173 .395
-105 .210
- 91 .214
- 31 .176
- 23 .192

51 .226
59 .139
143 .150
146 .139
152 .152

At a1=.025 and °2=‘°25' four more lags - besides the lags listed
in table 4-6 - are selected : 59, 143, 146 and 152, Of those, the first
one was detected after a visual examination of the BNC1 matrix omn figure
4-9, No false alarms are given at the three remaining lags; strings are
common to the BR1 and BR2 proteins, but they were not as promineat in
their BNCl1 character matrix to be picked up in the imitial visual

examination of the matrix, Finally the relatively short strings

TV
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underlined at diagonals of lags -9 and 133 should be considered as cases

of type II ‘errors when the procedure is operated on the BR1 and BR2

proteins at a;=,025 and ay=.023.

The strings underlined on the diagomals at lags 133 and -9 are too
short to cause the corresponding diagonal smears to be significantly
larger than the matrix smear, However, bhad protein BR1 been
investigated for internal repeats, the two strings could have been
detected from the strings underlined at lags S1 and -91 ( at which as
shown in tables 4-6 and 4-7 the diagonal smear is significantly higher
than the matrix smear for both choices of a; and oy ) and the type II

errors would have been eliminated.

For notational convenience denote the BR2 and BR1 proteins by X
and Y respectively. The substring underlined on the diagomal at lag 133
aligns the octapeptide

) SO 29
to Ylso ) Y168' (4-12)

The substring underlined on diagomal at lag 51 aligns

. X27 P X63 (4‘13)

to Y78 LRI 11140

The most prominent diagomal of the BNCl matrix for the BR1 protein on

9 figure 4-10a (except for the trivial diagonal at lag O0) indicates that
f | the substring Y1--~Ysz is duplicated (exactly, with no mismatches) in
o ‘ Y83"‘Yl64‘ The repeat unit is partially triplicated in Yi65--:71g- With
:{; the understanding that entries in the same column are mostly idemtical,
,;;; the repeat structure of BR1 may be summarized as:

. Ty e T4 il Tag ... Tg
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ay=.01 ay=.025

LAG LCB LAG LCB
-173 .37 : -173 .39
51 .21 51 .23
-91 .20 -91 .21
-105 .20 -105 .21
Y -23 .18 A -23 .19
- -31 .17 -31 .18
o 59 .13 152 .15
- 143 .13 143 .15
o 152 .13 59 .14

o 16 .12 146 14
4 -19 .12 16 .13
- 146 .12 -19 .13
- 13 .11 ) 149 .13
- -93 .11 133 .12
& -11 .11 ' 13 .12
‘e 90 .11 90 .12
. 42 .11 -93 .12
133 .11 42 .12
-52 .11 -11 .12
87 .11 -161 .12

o
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Yg3 «o. Ygg e Y160 - Y144 (4-14)
Ti65--- Ti68
Hence the common string of (4-12) can be inferred from those of (4-13)
and (4-14) which are long enough to be detected. This suggests that
before the procedure is applied to two different words it should be
applied to each word for an investigation of internal repeats.

The proposed procedure depends on the parameters a; and o,. It is
desirable that the diagonals selected by the procedure be stable when
the chosen levels ay and ay are slightly pettnrsed. The procedure depends
on a; only through the quantile Zy_, in U of equation (4=-3). When al'Zal,
the set of selected diagonals at aqy'and ay includes the set of diagonals
selected at ay and ay. Table 4-8 sorts the twenty largest L, for the two

different values of ay at which the BR1 and BR2 proteins were examined.

Table 4-8. The tweanty largost Ly for BR1 and BR2 proteins.
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The table indicates that for both values of 2,, the six largest
lower confidence bounds occur at the same diagonals. Eighteen out of the
tweaty lags listed for eack valge of ey overlap. The two aon-
overlapping lags for each valoe of ay being the lags for the tweaty-first
and twenty-second largest Lk at the other valume of ay. The proposed

procedure possesses a desirable stability for ay-
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i; diagonal of lag x. (c¢) Tiae diagonal smear plot associated with the CC

matrix of I and Y
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Fiz. 4-3b, 311, 3R2, INC sroteias.
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e 5. AUTOMATED DETECTION OF SIGNALS WITHIN TWO WORDS.

Chapter 4 introduced a procedure which auntomates partially the
visual examination of character matrices of two words by focusing on the
iin matrix diagonals for which the diagonal smear is significantly higher
[ than the matrix smear, The detection of the common strings lying om the
% f- diagonals selected was carried out visually in chapter 4. This chapter
:. proposes another procedure to antomate the identification of the string
‘ most prominently shared im common by the two words under comparison.

When a string will be referred to as shared in common by words X amd ¥,

V;” it will be understood that a substring of X will be identical to a

substring of Y except for a few occasional mismatches.

The proposed procednre is applied on matches and mismatches between

substrings of the two words under comparison at all possible lags without
taking into account the natore of the particular matches and mismatches.
A procedure assigning weights to the latter is presumably more powerful
than the one proposed here.

Suppose that the diagonal at lag L in the CC matrix of words
§=(x1,...,x

) and  ¥=(Y,,...,Y,) is of length N. For notational

o n

convenience we denote the diagonal entries as

zl""'ZN' (5-1)
For the diagonal at lag L, Zi = ¢(xi‘Yi+L)’ ¢ defined by equation (3-6).
In this chapter nonblank and blank matrix entries will be denoted by 1

and 0 and will be also called successes or matches and errors or

mismatches. Independence between and within X and Y is assumed throughout
the chapter. Under this assumption Zi are I.I.D and the probability that

Z, is a nonblank character equals the theoretical smear of equation (2-3)
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; which in this chapter is demoted by p. ( Instead of o used in chapters 2,
3, and 4.) A string shared in common by X and Y will be called a
signasl. A signal at lag L will show up as a substring of (5-1) with a few

occasional errors. Since only a few occasional mismatches are allowed in

the realizations of the signal in the two words, detecting a signal
common to X and Y at lag L can be thought of as detecting a substring of

Zl""‘ZN such that the probability of a success within the substring is

higher than the probability of a success outside it.

The procedure proposed for the detection of the signal depeands on
two parameters p,; and P1» Po < P1- Pg is the probability of a success in
the absence of a signal. py is a lower bound for the probability of a
success in the signal, p, and py are specified by the inmvestigator. It is
sensible to take pp to lie within the conventional confidence intervals
for the theoretical smear computed from propositiom 3-1, py should be
close to 1.; the smaller the Py- the larger the probability of a mismatch
allowed by the investigator. It is desirable tbhat the results of the
procedure do not depend crucially oam the choice of pg and pq.

Suppose that 1 £ i < j £ N and let Lij‘Po-P1) be the genmeralized
log—-likelihood ratio (GLLR) for the hypothesis testing problem

Hy: p = pyg vs. Hy: p > py (5-2)
based on the substring

Zi0Zigye0e02 (5-3)

j.
Let sy and so be the number of successes and the number of mismatches
and §=(sl/so+sl) be the fraction of matches in the substring (5-3). s,

o and B depend on i and j; the dependence is not indicated to avoid

making subsequent expressions cumbersome., The generalized 1likelihood

ratio (GLR) for the testing problem (5-2) based on the substring in (5~

B T S S A A N B I S B S N R R I R A ;~~;j
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3) is:

Sup p*1(1-p)%0
2421
. (5-4)

pgl(1-pg) °0

It can be easily verified that the function sjlogp + sylog(l-p) attains

its maximum at P, increases in [0,p] and decreases in [B,1].

Consequently,

S S
3 la-p? if 32 py
Sup p°1(1-p)%0 =
> -
PPy 5y S0 e (5-5)
p1 (l_pl) if P - p1

and the GLLR for the hypothesis testing problem in (5-2) from the data in

(5-3) is:
B 1-p . s
sy log — + s5 log —— ifp Zp
1 Po 0 1-pg 1
L..(pg,pq)= (5-6)
13 0 1 pl l-pl 8 (
sy log — + s log if p - pg
Po 1-p9

For the specified pop and Py, the proposed procedure finds the
substring of (5-1) which maximizes the GLLR (5-6) over all the substrings
on the diagonal (5-1). If the maximum GLLR exceeds a critical value which
depends on N, p, and p; and will be determined by simulation later in
this chapter, the procedure detects a signal common to words X and Y to

show op as the sugbstring maximizing the GLLR, Formally, if,

M(pg,pq) = Max L;:.(pg.pq),
14i¢iéN (5-7)

LIJ(Ponpl) = M(Po.?l) (5-8)
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and M(pg,py) is greater tham a critical value to be elaborated upon
. later, the proposed procedure detects the substring
E ZI:....ZJ’; (5‘9)

to be a signal allowing for error with probability 1less than l-pl,

- immersed in noise where the probability of a match equals py. We shall
F say that the signal is realized as the pair of substrings
3 X1,0000 Xy

and YrapseeesTyyps

in the data.

The proposed procedure can be considered as a modified GLR for
testing the hypothesis that Zy,...,Zy is & mnoisy string vs. the
hypothesis that somewhere in the string there exists g signal of success
probability higher thaa p;. The relation between the two is examined in
Appendix 1.

Remark that if for the substring in (5-9), Sszlpl, then

s s s
Sep p 1(l-p) o . Saup p 1(l—p).o

p2pq 2393

and therefore Lyy(py,py)=Lyj(pg.py);: the same substring will maximize the
GLLR for the choices (pg.,py) and (pg.,pjy).
When p;=pg. Lij("') reduces to:

: ? 1-3 .
- sy log - * 3 log if p o2 Po
L. (pn)= 1-pg
- if B < Po
b
-
r’ which is well known to be the GLLR test statistic for the hypothesis
r~
F} Hy: p=pg vs. Hy: p > pg
‘.

The proposed procedure was applied to the diagonals at lags 5, 0
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and -12 of the CC matrix of chorion proteins 292 and 18B. The diagonals
vere listed in table 4-3; at levels a1 = ay =_025, their diagonal smear
was significantly higher than the matrix smears for the chorion.292 and
18B proteins. py was chosen at .10 and .17, the endpoints of the 9%
confidence interval for the matrix smear given in table 4-2. For each pg,
py vas selected at py and .70, .80, .90, .95,

Table 5-1 presents the substrings of proteins 292 and 18B that
maximize the GLLR for the various choices of py and p;. In the discussion
pertaining to tables 5-1, 5-2 and 5-3 the substrings of table 5-1 will be
called signals; the critical values that the maximum GLLR will have to
exceed for the substrings to be legitimately considered realizatioas of
signals in the data will be elaborated upon later. The detection of the
signal in the &ata depends on the choice of py; and py, but the same pair
of substrings may maximize the GLLR for two different choices of (PO'PI)'
Next to each pair of similar substrings of table 5-1 is typed a 2 by §
matrix of characters O and 1 is typed. The indices of the matrix elements
correspond to the 2 by 5 choices for (po.pl) and a matrix element is 1 if

the substring listed maximizes the GLLR for the values of (po.pl)

specified by the indices of the matrix element.
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Table 5-1. The substrings of chorion 292 and 18B proteins maximizing the
- 6LLR of (5—6) for the 2 by 5 choices for (py,py). “1"s
ok indicate the values of(py,py) for which the listed substrings

@ maximize the GLLR.
: LAG
5 GGLGYEG 11111
GGLGYEG 11111
-

E 0 The first 114 amino acids of both proteins 10000
00000
- o WSTFAFLFLCIQACLVQNVFGVCRGELGLEGLAAPACGCGGLGYEGLGY 01000
» MSTFAFLLLCAQACLIQSVYSYGCGCGCGGLGGYGGLGYGGLGYGGLGY 00000
o MSTFAFLFLCIQACLVQNY 00100
MSTFAFLLLCAQACLIQSV 11100
o USTFAFLFLCIQACL 00011
MSTFAFLLLCAQACL 00011
.y, GSIGGEGIGNVAVAGELPYAGTTAVAGQVPIIGAVDFCGRANAGGCVSIGGRCIGCGCGCG 11110
GEYGGTGIGNVAVAGELPYAGKTAVGGQVPIIGAVGFGGTAGAAGCYSIAGRCGGCGCGCG 11100
_y, YGGEGIGNVAVAGELPVAGTTAVAGQVPIIGAVDFCGRANAGGCVSIGGRCTGCGCGCG 00001

YGGTGIGNVAVAGELPVAGKTAVGGQVPIIGAVGFGGTAGAAGCVSIAGRCGGCGCGCG 00011

Table 5-2 preseats P, the ratio of matches for the substrings of
table 5-1 and table 5-3 lists the lengths of the diagonals and the values

of M(.,.) for the substrings of table 5-1.

Table 5-2. Ratio of matches for the substrings of table 5-1.

P

LAG Po .70 .80 .90 .95
5 pogolo 1. 1. 1: 10 1.
po=+17 1. 1. 1. 1. 1.

0 po=.10 .38 .53 .80 .87 . 87
po=.17 .80 .80 .80 .87 .87

-12 po=.10 .82 .82 .82 .82 .83
Pg=.17 .82 .82 .82 .83 .83
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Table 5-3. Values of M(.,.) attained for the 2 by §
possible values of (py.pq).
P1 ;
DIAGONAL Po .70 .80 .90 .95 I
LAG LENGTH

5 116 pPp=.10 16.12 16.12 16,12 16.12 16.12
Po=.17 12,40 16.12 16,12 16.12 16.12

o 127 Po=-10  30.95 25.33 25,18 24.17 23.49 !

Po=-17  17.55 17.55 17.54 17.43 16.75 :
T -1z 121 Po=-10  87.50 87.50 87.50 85.69 81.41
E- Pg=-17  61.86 61.86 61.86 60.50 56.22

Notice that for fixed Pg. as Py increases (i.e., as the procedure

vy

allows for a smaller probability of error in the signal) the substrings

NI N S

Dl g e oo
Y X oo

maximizing the GLLR are shorter and have a higher ratio of matches. i
At lag 5 the heptapeptide GGLGYEG maximizes the GLLR of equation

(5-6) for all selected values of (po,pl). Depending on the values of pj

and py, two different substrings on the diagonal at lag -12 maximize the i
GLLR. The signal detected for (py,pq) = (.10, .95), (.17,.90) or
(.17,.95) deletes from the longer signal - detected for the remaining

seven values of (pO'Pl) - its starting dipeptide which contains one
mismatch, On the diagonal at lag 0 four differeant substrings maximize
the GLLR for the ten choices of p,; and py. A visual examination of the
snbstting'detccted for pg=.10 and py=.70 reveals that MSTFAFL*LC*QACL
and GGLGY*GLGY are present on its right and left ends. ( The occasiomal
errors in the common string are denoted by an asterisk.) The substring
on the left maximizes the GLLR when small probabilities of error (py=.90
or.95) are allowed. Noise intervenes between the two strings., Whem large
probabilities of error are allowed for (py=.10 and py=.70) the matches on
the right and left cover for the noise in the middle and the two signals

together with the intervening noise maximize the GLLR., Similarly, a few




i IOC At S e gt /L M S AR S0 Al I e i el

91
matches to the right of the string GGLGY®*GLGY on the diagonal at lag 0
cause the substrings consisting of the first 114 amino acids of proteins
292 and 18B to maximize the GLLR for p=.10 vs. p>.10.

The BNC1 matrix for choriom proteins 292 aand 18B was presented in
figure 4-5; its visual examination was <condocted prior to and
independently of the application of the procedure proposed in the present
chapter. Table 5-4 summarizes the results of the visgal examination along
lags 5, O and -12, When a prominent substring alomg the diagomal of the
BNC1 matrix begins or eands with a "*", the realizations of the signal

are taken to start or end onme character to the left or right of "s",

Table 5-4. Strings shared in common by chorion 292 and 18B proteins
recognized visually at the diagonsls of table 4-3,

L‘;G GGLGYEGLG
GGLGYEGTG
. WSTFAFLFLCIGACLVQ  and  GGLGYEGLGY
MSTFAFLLLCAQACLIQ  and  GGLGYGGLGY
12 GSYGGEGIGNVAVAGELPVAGTTAVAGQVPI IGAVDFCGRANAGGCYS IGGRCTGCGCGCG

GEYGGTGIGNVAVAGELPVAGKTAVGGQVPIIGAVGFGGTAGAAGCVSIAGRCGGCGCGCG

The visual examination of the BNCl matrix of proteims 292 and 18B
detects common substrings that are selected by the proposed procedure for
the 2 by 5 choices for (py,py). The advantage of the proposed procedure
is that it automates and quantifies the detection process.

The application of the proposed procedare may result in the two
types of error that were referred to in chapter 4, Relating to the
detection of a substring common to two words is the problem of the
detection of a string of successes (up to a few occasional mismatches) in
the word of (5-1). The latter will be called the one-dimensional problem

to be contrasted from the former two-dimensional problem. The two types
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of error are investigated for the one—dimensional problem first.

The asymptotic distribution of the GLLR Lij(PO'pl) of (5-6) for the
hypothesis testing problem in (5-2) has been derived in [2]. The .95
quantile of the distribution of M(.,.) are estimated by simnlation.

100 binary strings of le;gth 50, 100, 200 and 300 were randomly
generated with probabilities of success m = .10, .15 and .20, For each
string

M(.,.) was computed for pop=.10, .15, .20 and py= p4, .70, .80,

.90, .95, To facilitate the presentation of the simulation results, the
estimate of the .95 quantile of the distribution of M(py,py) for noisy
strings of length L generated with probability of success 7 is denoted by
Qp (pg,py |n). Tables 5-5 to 5-8 present the estimates Q (.,.|.) for each
combination of string lemgth L, probability of success in the binary
strings n, and the nominal parameters py and py. The distribation of
M(.,.) is discrete. The .95 quantiles are estimated by the midpoint
between the ninety—fifth and ninety-sixth largest observations for each
the largest observation

combination of parameters., Next to Q (.,.I.).

from the 100 runs is listed in parenthesis in tables 5-5 to 5-8.

Table 5-5. Upper 5% points for M(.,,.) estimated from 100 binary strings
of length 50 genmerated with success probability =x.
The largest observations in the 100 runs are listed in

parenthesis.
P
1 Po .70 .80 .90 .95
po=.10 6.91(9.21) 6.91(9.21) 6.91(9.21) 6.91(9.21) 6.91(9.21)
.10 pg=.15 5.69(7.59) 5.69(7.59) 5.69(7.59) 5.69(7.59) 5.69(7.59)
po=-20 4,83(6.44) 4.83(6.44) 4.83(6.44) 4.83(6.44) 4.83(6.44)
po=.10 7.82(12.1) 7.52(12,0) 6.97(11.5) 6.,91(11.5) 6.91(11.5)
.15 po=.15 6.40(9.49) 5.69(9.49) 5.69(9.49) 5.69(9.49) 5.69(9.49)
po=.20 4.83(8.05) 4.83(8.05) 4.83(8.05) 4.83(8.05) 4.83(8.0%5)
pp=.10 11.7(13.8) 9.23(13.8) 9.21(13.8) 9.00(13.8) 8.79(13.8)
.20 pp=.15 7.59(11.4) 7.59(11.4) 7.26(11.4) 7.20(11.4) 7.00(11.4)
po=.20 6.08(9.66) 6.00(9.66) 6.00(9.66) 5.94(9.66) 5.73(9.66)
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Table 5—6. Upper 5% points for N(.,.) estimated from 100 binary
strings of length 100 generated vwith
The largest observations in the 100 runs are listed in

p0=.10
.10 pg=.15
p0=.20
p0=.10
.15 py=.15
p0=020
P0=.10
020 p0=.15
p0=.20

parenthesis.

Po
7.22(9.21)
5.69(7.59)
4,83(6.44)

9.21(10.9)
7.59(7.59)
6.44(6.44)

13.1(17.2)
9.34(10.3)
6.56(8.05)

.70

7.22(9.21)
5.69(7.59)
4.83(6.44)

9.21(10.1)
7.59(7.59)
6.44(6.44)

11.4(12.7)
7.86(9.49)
6.44(8.05)

P1
.80

7.15(9.21)
5.69(7.59)
4.83(6.44)

9.21(9.21)
7.59(7.59)
6.44(6.44)

10.0(11.5)
7.59(9.49)
6.44(8.05)

s$Bccess

.90

6.91(9.21)
5.69(7.59)
4.83(6.44)

9.21(9.21)
7.59(7.59)
6.44(6.44)

9.21(11.5)
7.59(9.49)
6.44(8.05)

probability =.

.95

6.91(9.21)
5.69(7.59)
4.83(6.44)

9.21(9.21)
7.59(7.59)
6.44(6.44)

9.21(11.5)
7.59(9.49)
6.44(8.05)

Table 5-7. Upper 5% points for M(.,.) estimated from 100 binary
strings of length 200 generated with
The largest observations in the 100 runs are listed in

-10 p0=015

.15 po=~15

.20 po=.15

,". A‘..“

) -,
P W VY

parenthesis,

Po
6.91(9.21)
5.69(7.59)
4.83(6.44)

10.5(15.4)
7.26(12.2)
6.00(9.96)

18.2(28.1)
9.49(13.3)
7.33(11.3)

.70

6.91(9.21)
5.69(7.59)
4.83(6.44)

9.21(15.4)
7.26(12.2)
6.00(9.96)

11.5(16.1)
9.16(13.3)
7.31(11.3)

P
.80

6.91(9.21)
5.69(7.59)
4.83(6.44)

9.06(15.4)
7.26(12.2)
6.00(9.96)

11.5(16.1)
9.15(13.3)
6.97(11.3)

B

s$UCCcess

.90

6.91(9.21)
5.69(7.59)
4.83(6.44)

9.00(15.4)
7.20(12.2)
5.94(9.95)

11.0(16.1)
8.48(13.3)
6.69(11.3)

probability =x.

.95

6.91(9.21)
5.69(7.59)
4.83(6.44)

8.79(15.1)
7.00(11.9)
5.73(9.69)

10.3(16.1)
7.91(13.3)
6.51(11.3)
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Table 5-8. Upper 5% points for M(.,.) estimated from 100 binary
strings of length 300 generated with success probability =.
The largest observations in the 100 rums are listed in

parenthesis,
P
n Po .70 .80 .90 .95
Po=.10 8.98(11.1) 8,24(11.1) 8.06(11.1) 8.06(11.1) 8.06(10.6)
.10 Po=.15 6.64(8.76) 6.64(8,76) 6.64(8.76) 6.64(8.76) 6.64(8.76)
Po=.20 5.63(7.01) 5.63(7.01) 5.63(7.01) 5.63(6.95) 5.63(6.58)
p0=.10 12,2(16.0) 9.81(11.6) 9.40(11.5) 9.21(11.0) 9.21(10.6)
.15 p0=.15 7.59(7.59) 17.59(7.59) 7.59(7.59) 7.59(7.59) 7.59(7.59)
p0=.20 6.44(7.01) 6.44(7.01) 6.44(7.01) 6.44(6.95) 6.44(6.58)
, Pp=.10 24,5(26.6) 13.7(15.3) 11.,5(13.8) 11.5(13.8) 11,5(13.8)
.20 pp=.15 10.3(13.3) 9.49(11.4) 9.49(11.4) 9.49(11.4) 9.49(11.4)
pgo=.20 8.05(9.66) 8.05(9.66) 8.05(9.66) 8.05(9.66) 8.05(9.66)

Tables 5-5 to 5-8 indicate that when pOZn the estimate QL(po,plln)

is stable over choices of pp at all string length. It is expected that

as total string length increases, the quantiles of the distributiom of

M(.,.) increase, the increase (expected) to be more noticeable for

shorter strings. This holds in all the 144 comparisons of estimates of
quantiles in tables 5-5 to 5-8 with thirteen exceptions. In particular,

Qy0(-10,py [.10) > Qy4(.10,p4].10)  for py=.10,.70,.80

Q00(-15.p1].15) > Qy00(.15.p;].15)  for py=.15,.70,.80,.90,.95

and  Qp00(.20,pq|.15) > Qy0q(.20,p4[.15)  for p;=.20,.70,.80,.90,.95,

An examination of the simulation data of length 200 indicates that for
all the above values of n,p; and py either the ninety-fifth or the

ninety-sixth largest simunlated observations equal

Q100(pg-py|™). The

discrepancy is minor and does not deserve further attention,

Note that when n)pg, As a result,

Q (pg.p1lm) > Q (pg.pp|pg’
when Q.(PO'Pllpo) is used as a critical threshold and noisy data are
produced with success probability n > pgy, the probability of a type I
error (false alarm) becomes comsiderably higher. For example, for noisy

strings of length 50 generated with success probabilities .15 and .20 the
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&ff probabilities Pr{(¥(.10,.95) 2 Qg0(.10,.95]|.10} are estimated to be .15
;55 and .30. For noisy strings of length 200 and success probabilities .15
fi and .20, Pr{¥(.10,.95) 2 ono(.1o,.9s|.1o} is estimated to be .43 and

.67 respectively.

k;- The complete statistical assessment of the procedure requires the
investigation of the probabilities of "false alarm” in conjunction with
that of no detection of a signal present in the data. To this purpose, 50
scrings of length L= 50, 100, 200 and 300 were generated. The strings

consisted of signals of 1lengths S= 5, 7, 9, 11, 13 aand 15 of

probability of success o= .90 implanted into noise of success probability
hi = .15, In the remainder of the chapter signals and noise will be
]

understood to be Bernoulli variables with success probabilities o= .90

- and n= ,15 respectively. Signals were implanted at one tenth and half of

the noisy string length, Values used as critical thresholds will be
explained further on.. If for some run M(.;.) exceeds the critical
threshold value, the substring for which M(pgy,p;) is attained, is
detected by the procedure.

OUse of (a,f) curves is made to present the performance of the
proposed procedure when applied with parameters Pp=.10,.15,.20 and

p1=-80,.90,.95 on the simulation data. The (a,B) curves for the detection

of signals of length S implanted in noisy strings of 1length L-S are

- curves passing through the points (ai.Bi). a;

i and Bi correspond to the

ik choice of several critical thresholds C . Criteria C; were chosen to be
the midpoints between the values attained by the maximum GLLR M(po.pl)
for the 100 noisy strings and the 50 strings where signals were

" implanted. a; is the estimated probability of a "false alarm®” when the

L

7,

'
i

procedure with parameters Po and py and critical threshold Ci is applied

LI
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tu: to noisy data of lemgth L. B; is the estimated probability of no
detection when the same procedure (with parameters Pg. P1 and Ci) is
applied to noisy strings within which signals of leagth S have been

implanted, as explained. a; depends on n, the test parameters Ci‘ Po-

and p; and the total signal length L. In addition to these parameters,
P; depends on o (6= .90 in this study), signal length S and the position
in which the signal is implanted within the overall string. This

dependence of a; and B; is not explicitly denoted to avoid making

expressions cumbersome.

Figure 5-la presents the nine (a,B) curves corresponding to the

r;~ choices py=.10,.15,.20 and py=.80,.90,.95 for the detection of a signal
[ of length 5 implanted at the first tenth of the noisy string of 45

characters. Figures 5-1b and 5-1c plot the same curves for signals of
length 7 and 9 implanted at the first tenth of noise, the overall
strings being 50 characters long. Figure 5~1d plots all 27 curves in the

same frame. Figures 5-2a to 5-2d present the same plots for signals of

length 5, 7 and 9 implanted in noisy strings at the first teath of noise,
overall strings being 300 characters long, Figures 5-3 and 5-4 plot the

corresponding curves for signals of leagth 5,7,9 implanted at the middle

of noise, overall strings being 50 and 300 characters long.
- The proposed procedure is rather powerless in detecting signals of

length 5 implanted in noisy strings of 295 characters. When the signal is

. implanted at the first tenth of the total string length, for all nine
E;. valnes of (pO'Pl) p9=-10,.15,.20 and py=.80,.90,.95 there is no critical
;f; threshold value C, for which the two estimated probabilities of error a;
. and B, are both less than 15%. This is illustrated in figure 5-2a; lying

on the umit square, the (a,Bf) curves do not <cross the square
L]
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[0.,.15]1x[0.,.15]. Figure 5-4a illustrates that when a signal of 5
characters is implanted at the middle of the overall string of 300
characters, for no critical thresholds are the estimates of the
probabilities of two kinds of error less than 20% because it is very
likely that in a noisy string of 300 characters and suoccess probability
there will exist a string of no less than four successes., Neither is the
procedure particularly powerful in detecting a signal of five characters
implanted within a noisy string 45 characters., Whea the signal is
implanted at the first tenth of the overall string, there are criieria ¢,
for which both a; and ﬁi are both less than 15%, but not less than 10%.
When the signal is implanted at the middle of the overall string length,
for C=6.98, p0=.10 and p1=.80, a=.05 and B=.08.

The cunrves in figures 5-1c, 5-2c, 5-3c¢ and 5-4c indicate that the
proposed procedure is quite powerful in.detecting signals of length 9
implanted in noisy stings of length 45 and 295. Since the scales in which
the (a,BP) curves are drawn do not allow the estimates of the
probabilities of the two kinds of errors to be read, test parameters
(critical threshold C, po and pl) for which estimated probabilities for

the two kinds of errors are small, are presented in tables 5-9 to 5-~12,

L. .- .
S.

o . R . IR . R . . B
PP PO LI SN T WAL WL W W AP vl S L . T T N




-
-9 98
e Table 5-9. Critical values and estimates of the probabilities of the two
& kinds of errors when detecting & signal of length 9 implanted at the
& first tenth of a noisy string of 41 characters by M(py.py). #=.15,0=.90
lﬁ n
t‘ .30 .90 .95
: Cc a B Cc a B C a B
¥ 6.98 .05 .0 7.85 .04 .0 7.32 .04 .0
N 7.89 .04 .0 9.00 .03 .02 8.05 .04 .02
y =.10 9.19 .03 .0 10.1 .03 .04 8.79 .93 .02
L Po~- 9.89 .03 .02 11,3 .02 .04 9.59 .03 .04
L; 10.9 .03 .04 12.6 .0 .06 10.7 .02 .04
j' 12.6 .00 .06 14.6 .0 .08 12.6 .0 .06
;- 6.31 .04 .0 6.08 .04 .0 6.05 .04 .02
m 7.05 .03 .0 6.65 .04 .02 6.99 .03 .02
’ =.15 7.37 .03 .02 7.20 .03 .04 8.54 .02 .04
Po~- 8.20 .03 .04 7.93 .03 .04 10.4 .0 .06
q 9.16 .02 .04 8.81 .02 .04
} 10.4 .0 .06 10.4 .0 .06
O 5.19 .04 .0 4.85 .04 .0 4.93 .04 .02
[ 5.56 .04 .02 5.15 .04 .02 5.73 .03 .02
a Pa=.20 6.01 .03 .02 5.94 .03 .02 7.24 .02 .04
- o 6.69 .03 .04 7.24 .02 .04 8.85 .0 .06
7.49 .02 .04 8.85 .0 .08
b 8.85 .0 .0
}
L
t Table 5-10. Critical thresholds and estimates of the probabilities of the
} tvo kinds of errors when detecting a signal of length 9 implanted at the
p £éf§6 tenth of a noisy string of 291 characters by l(po.pl). =.15,
P
.30 .90 .95
. C a B c a B C a B
- 9.27 .06 .02 10.1 .02 .04 9.59 .02 .04
r_'. on=. 10 9.73 .03 .02 1.2 .0 .14 10.3 .01 .14
- 0 - 10.5 .02 .04 11.5 .0 .18
5 11.3 .01 .04
[
b 7.04 .17 .02 7.92 .02 .04 7.42 .13 .06
7.26 .15 .02 8.43 .01 .14 7.91 .01 .14
po=.15 7.48 .14 .04 9.05 .0 .14 8.86 .0 .14
8.13 .02 .04
8.74 .01 .04
6.00 .14 .04 5.90 .14 .04 ©5.19 .13 .06
Pa=.20 6.68 .02 .04 6.40 .13 .06 6.51 .01 .14
o 6.97 .01 .14 6.69 .01 .14

7.73 .0 .14
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Table 5-11. Critical thresholds and estimates of the probabilities of the
two kinds of errors when detecting a2 signal of length 9 implanted at the
middle of a noisy string of 41 characters by M(py,py). »=.15, o=.90

51
.30 .90 .95

C a B Cc a B C ac B
7.50 .04 .0 9.00 .03 .02 8.79 .03 .02
8.43 .04 .02 10.1 .03 .04 9.59 .03 .04
Po=-10 9.76 .03 .02 11.3 .02 .06 10.3 .02 .04
10.9 .03 .04 12.6 .0 .10 11.1 .02 .06
11.3 .03 .06 13.5 .0 .14 12.2 .0 .10
6.32 .04 .02 7.20 .03 .02 6.99 .03 .02
7.27 .03 .02 7.93 .03 .04 7.91 .02 .04
p°=.15 8.14 .03 .04 8.84 .02 .04 8.86 .02 .06
8.75 .03 .06 9.05 .02 .06 9.80 .0 .10

9.16 .02 .06 9.94 .0 .10
5.20 .04 .02 5.14 .04 .02 4.93 .04 .02
6.01 .03 .02 5.94 .03 .02 5.73 .03 .02
po=-20 6.69 .03 .04 6.69 .02 .04 6.51 .02 .04
6.97 .02 .04 7.50 .02 .06 7.31 .02 .06

7.53 .02 .06

Table 5-12, Critical thresholds and estimates of the probabilities of the
tvo kinds of errors vhen detecting a signal of length 9 implanted at the
middle of s noisy string of 291 characters by M(py.py). *=.15, 0=.90

: Lo

¥ .80 .90 .95

! c [ B c a (] C a B
9.27 .06 .02 10.1 .02 .0 9.59 .02 .0

- Po=-10  9.40 .05 .0 1.2 .0 .02 10.3 .01 .0

- 9.73 .03 .0 11.0 .0 .02

o 10.5 .02 .0

- 11.3 .01 .0

e 7.48 .14 .0 7.20 .14 .0 7.42 .13 .0

[ po=-15 8.13 .02 .0 7.92 .02 .0 7.91 .01 .0

- 8.74 .01 .0 8.43 .01 .0 8.86 0 .04

F* 6.68 .02 .0 6.40 .13 .0 6.51 .01 .0

- Po=-20 6.97 .01 .0 6.69 .01 .0 7.31 .0 .04

e 7.53 .0 .02 7.12 .0 .02
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Since for all nine choices of (PO'PI)' there are thresholds for
which the ptobaﬁilities of the two types of error are both less than .05
the proposed procedure is illustrated to be quite powerful and robust in
detecting a signal of length 9 implanted in the middle of noisy strings
as long as 291 characters, The procedure is weaker when the signal is
implanted at the first tenth of the noisy string.

When a signal of 7 characters is implanted at the first tenth of

a noisy string of 293 characters, for no values of test parameters C,
- Po and py, are the probabilities of both types of error less than 10%.

E When the signal is implanted in the middle of the noisy string (of 293
Ki characters), it is only for Pp=.10 and py=.80 that both probabilities can

become less than 10%, In particular for

C=9.40 @=.05 and §=.02
and C=9.73 a=,03 and B=.08.
The procedure is more powerful in detecting a signal of length 7 within
noise 43 characters long. Test parameters for which the two types of
error are less than 10% are given in table 5-13. Each cell of table
5-13 considered as a three-way table comprises of two triplets for C, a
and B; the top for signals implanted at the first tenth of the noisy

string and the bottom for signals implanted at the middle.
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Table 5-13. Critical thresholds and estimates of the probabilities of the
tvo kiads of errors vhen detecting a signal of lemgth 7 implamted at one
teanth (above) and the middle (below) of s noisy string of 43

characters by M(py,py). #=.15, o=.90.

P .
.80 .90 .95
C a B a B C a B
6.98 .05 .0 7.85 .04 .04 7.64 .04 .04
6.98 .05 .0 7.8 .04 .06 7.64 .04 .06
7.22 .04 .0 9.00 ,03 .06 8.79 .03 .06
7.22 .04 .0 9.00 .03 .08 9.18 .03 .08
8.15 .04 .04
Po=-10 ;63 .04 .04
9.06 .03 .04
8.43 .04 .06
9.34 .03 .08
9.19 .03 .06
6.31 .04 .04 6.26 .04 .04 6.05 .04 .04
5.69 .04 .04 6.26 .04 .06 6.05 .04 .06
.15 7.05 .03 .04 7.20 .03 .06 6.99 .03 .06
Po=- 6.32 .04 .06 7.54 .03 .08 6.82 .03 .08
7.37 .03 .06
7.05 .03 .06
5.20 .04 .04 5.14 .04 .04 4.93 .04 .04
5.20 .04 .06 5.14 .04 .06 4.93 .04 .06
Po=-20 551 .03 .06 5.94 .03 .06 5.73 .03 .06
6.2 .03 .08 5.90 .03 .08 5.91 .03 .08

The two errors considered thus far were “false alarms” and no
detection when a signal is present., It is possible however, that the
procedure detects a signal but detection is not accurate., Detection is
perfectly accurate when the substring maximiziag the GLLR is identical
to the implanted signal. However, given that errors are allowed within
signals, perfectly accurate detection is overly restrictive; in amalyzing

the simulation data for accurate detection, allowance has to be made for

moderate deviations between the two substrings. These deviations are
measored in an ad hoc fashion by the sum of the distances between the

beginning and endpoints of the two substrings. Formally, if the implanted

y
'/

.
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signal within 21,22....,ZN is ZA'ZA+1""'ZB and the substring maximizing
M(pg.p1)is Z1,Zpyy,....2Zy, the deviation between the two substrings is
taken to be D=|I-A|+|J-B|. The detection of the implanted signal is
considered accurate if the sum is not larger than the smallest integer
larger than half the length of the implanted sien+'. In particular,
signals of length 5,7,9,11,13 and 15 are considered to be accurately
detected if the sum is not larger tham 3,4,5,6,7 or 8, Since the
performance of the proposed procedure in detecting a signal of length §
is not satisfactory, its performance in detecting accurately will be
examined only for signals of length 7,9 and 11,

Figures 5-5a, 5-5b and 5-5c¢c plot the (a,B) curves for accurate
detection of signals of length 7, 9 and 11 implanted at the first tenth
of noisy strings, the overall string length being S50. Nine curves are
plotted on each frame, corresponding to (pO'pl) for the choices
pg=.10,.15,.20 and py=.80,.90,.95. Figure 5-5d4 superimposes all 27 curves
on the same frame. Figures 5-6 plot the same curves for signals of length
7,9 and 11 implanted in noise, the overall string lemgth being 300.

On some of the plots on figures 5-5 and 5-6, the probability of
accurate detection cannot be made larger than 98%, i.e. B cannot be made
less than 2%, no matter how large the a, i.e. even for very small
critical thresholds. This is so because a relatively large number of
mismatches in the implanted signal may cause a substring of the mnoisy
string to maximize the GLLR in the overall string. Figure 5-7 lists the
substrings maximizing the GLLR and the maximum GLLR M(po,pl) attained for
the nine choices of (po,pl) when the procedure is applied to detect a
signal implanted at sites 5 to 11 and the overall string length is 350

characters, With one exception marked on the figure, in all 50 runs the
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substrings maximizing the GLLR are close to the implanted signal.

Since the scales on which figuores 5-5 and 5-6 are drawn do not
allow the probabilities of ®false alarms” and no detection or non-
accurate detection to be read off, <criteria for which the estimated
probabilities are small are listed in tables. Tables 5-14 and 5-15 list
criteria for which the estimated probabilities of the two kinds of errors
are small when the procedure is applied to detect accurately signals of
length 7 and 9 implanted at the first tenth of noisy strings of length 43

and 41,

Table 5—-14. Critical thresholds and estimates of the probabilities of the
two kinds of errors wvhen detecting accurately a signal of lemgth 7
implanted at the first tenth of a moisy string of 43 characters by

'(po. pl) .

51
.80 .90 .95

' a B C a B C a B

- 10 6-98 .05 .08 7.85 .04 .10 7.64 .04 .08
Po™- 7.22 .04 .08 9.00 .03 .12 8.79 .03 .16
- 15 7.05 .03 .10 6.26 .04 .08 6.05 .04 .06
Po™- 7.37 .03 .12 7.20 .03 .10 6.99 .03 .08
.20 5-20 .04 .06 5.14 .04 .06 4.93 .04 .06
Po=- 6.01 .03 .08 5.94 .03 .08 5.73 .03 .08

Table 5-15, Critical thresholds and estimates of the probabilities of the
two kinds of errors vhen detecting accurately a signal of leangth 9
implanted at the first tenth of a noisy string of 41 characters by

.(’o, pl) -

”
.80 .90 .95

Cc a B C a B C a B

10 1-98 .04 .02 10.1 .03 .04 8.79 .03 .02
Po=- 9.19 .03 .02 11,3 .02 .04 10.7 .02 .04
.5 1.37 .03 .02 7.20 .03 .02 6.99 .03 .02
Po=- 9.16 .02 .04 8.83 .02 .04 8.54 .02 .04
-0 6-01 .03 .02 5.94 .03 .02 5.73 .03 .02
Po=- 7.49 .02 .04 7.24 .02 .04 7.24 .02 .04
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The procedure is quite powerful and robust; accurate detection is
accomplished with errors of small probability (less than 5%) when the
procedure parameters are selected to be p0=.10..15,.20 and p1=.80,.90,.95
while the probabilities of success in noise and signal are .15 and .90,
Since the performance of the proposed procedure in detecting a signal of
length 7 implanted within 2 noisy string of length 293 was poor, the
operating characteristics of the procedure are given for the accurate

detection of signals of 9 and 11 characters only.

Table 5-16 Critical thresholds and estimates of the probabilities of the
two kinds of errors when detecting accurately a signal of length 9
implanted at the first tenth of a noisy string of 291 characters by

H(Po,pl) .

51
.80 .90 .95

Cc a -] C a B Cc a ]
-10 9-74 .03 .06 10.1 .02 .04 9.59 .02 .04

Po=- 10.6 .02 .08
15 8.75 .01 .04 7.93 .02 .04 7.42 .13 .06
Po=-. 7.91 .01 .14
-39 6-69 .02 .04 6.40 .13 .06 5.90 .13 .06
Po=- 6.69 .01 .14 6.51 .01 .14

Table 5-17, Critical thresholds and estimates of the probabilities of the
tvo kinds of errors whem detecting sccurately a signal of lemgth 11
implanted at the first tenth of a noisy string of 289 characters by

I(po,pl) .

51
.80 .90 .95
C a g C a B C a B
- 10 9,74 .03 .04 10.1 .02 .0 9.27 .02 .02
Po=- 10.6 .02 .06 12.1 .0 .02
Po=-15 8.75 .01 .02 8.44 .01 .04 7.91 .01 .06
Po=-20 6.97 .01 .02 6.69 .01 .06 6.51 .01 .06

The probabilities of the two kinds of errors listed in tables 5-16 aad 5-
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10 for accurate detection and detection are not substantially different.
The procedure is quite powerful in accurately detecting a signal of
length 9 within a string of overall length 300 and, as expected, more
powerful and remarkably robust in accurately detecting a signal of length
11,

The two-dimensional problem to detect a signal within two words X
and Y is now briefly addressed. In examining character matrices
visunally, the investigator scans each diagonmal for substrings with a few
occasional mismatches., In an analogous fashion, the procedure for the two
dimensional problem transforms blank and nomblank characters to 0O's and
1's and computes the maximum GLLR along each diagonal for selected values
of py and py. Let the maximum GLLR along the matrix diagonal of lag k be
denoted by M(pgy,pq.k). If M(py,pq,k) is larger than some critical value,
the sobstrings of X and Y along the diagonal at lag k for which
M(po,pl,k) is attained are considered to be realizations of a common
signal in the data.

Except for the nominal parameters Po and P1» the critical threshold
should depend on the amino acid counts in X and Y; it is chosen to be the
estimated .95 quantile of the distribution of Max(M(py,py.k)} for random
permutations of the words.

The proposed procedure has been applied to choriom proteins 292 and
18B for pg=.20 and py=.90, Figure 5-8 plots M(po.pl.k) at each matrix
diagonal, For 100 permutations of protein 18B the 29 largest values of
Max{M(py,py k)} are: 11.3, 9.66(3), 8.45, 8.05(24). ( Numbers in
parenthesis denote ties.,) Hence, with 8.2 as a critical value the

procedure detects nime signals in (nine) matrix diagomals, The

ralizations of the signals in the data are listed in decreasing order in
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¥(pg.py».) in table 5-13.

Table 5-18. Realizations of signals detected in protoxns 292 and 183B. ‘
LAG '(PO,PI)

YGGEGIGNVAVAGELPVAGTTAVAGQVPIIGAVDFCGRANAGGCVSIGGRCTGCGCGCG |

=12 $6GTGIGNVAVAGELPVAGKTAVGGQVPIIGAVGFGGTAGAAGCVSIAGRCGGCGCGCE 52.9
o MSTFAFLFLCIOACL 15.4
MSTFAFLLLCAQACL )
_s GGLGYEGLGYGALGY . 5.4
GGLGYGGLGYGGLGY .
_yo GYEGLGYGALGYDGLGY 14.8
GYGGLGYGGLGYGGLGY .
GYGALGYDGLGYG
“15  GYGGLGYGGLGYG 12.4
GGLGYEG
5 GGLGYEG 11.3
CGCGGLG
11 Cocoere 11.3
GCGCGCG
~100 Soocaca 11.3
_» GYDGLGYG e

GYGGLGYG

L . A--.— .....
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Figuore 5-1.(a,B) curves for detection by M(py,p;) of a signal implanted

within noise at first tenth of noisy string . Overall string length L=50.

po=-10,.15,.20, and p;=.80,.90,.95. n=.10, 0=.90., (a) Signal 5 characters

long. (b) Signal 7 characters long. (c) Signal 9 characters loag. (d)

soperimposes plots of a,b and ¢ on one frame.
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Figure 5-2. (a,pP) curves for detection by M(po.pl) of a signal implanted
within noise at first tenth of noisy string., Overall string length L=300.
po=-10,.15,.20, and py=.80,.90,.95. n=,10, o=.90. (a) Signal 5 characters

long. (b) Signal 7 characters lomg. (¢) Signal 9 characters long. (d)

superimposes plots of a,b and ¢ on one frame.
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r! Figure 5-3. (a,B) curves for detection by M(py,py) of a signal implanted

If within noise at the middle of noisy string . Overall string length L=50.

4

(l p°=.10,.15,.20. and py=.80,.90,.95. n=,10, ¢=.90. (a) Signal 5 characters

r. long. (b) Signal 7 characters lomg. (c) Signal 9 characters long. (d)
superimposes plots of a,b and ¢ oa one frame.
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. Figure 5-4. {(a,B) curves for detection by M(po,pl) of a signal implanted
}. .
: within noise at the middle of noisy string. Overall string length L=300.
r.o .
;.' pg=.10,.15,.20, and p1=.80,.90,.95. n=,10, 0=.90. (a) Signal 5 characters
L d
b
long. (b) Signal 7 characters long. (¢) Signal 9 characters long. (d)
;-..l superimposes plots of a,b and c on one frame.
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Figure 5-5. (a,B) curves for accurate detection by M(py,py) of a signal

implanted within noise at first teath of noisily strinmg. Overall string

length L=50. py=.10,.15,.20, and py=.80,.90,.95. n=.10, 0=.90. (a) Signal

7 characters long. (b) Signal 9 characters long. (c) Signal 11 characters

long. (d) superimposes plots of a,b and ¢ on one frame.
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;’ Figure 5-6. (a,B) curves for accurate detection by M(po.pl) of a signal
r.
¢
L~ implanted within noise at first teanth of noisy string. Overall string
p.*.
[
?: length L=300. pg=.10,.15,.20, and py=.80,.90,.95. =n=.10, o=.90. (a)
L
\ Signal 7 characters long. (b) Signal 9 characters long. (¢) Signal 11

characters long. (d) superimposes plots of a,b and ¢ on one frame.
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APPENDIX 1,

Etf This appendix derives the GLLR test statistic for the hypothesis
that within the string of independent binary variables Zy,Z,,...,Zy there
F exists a substring Zi'zi+1""z' sach that the probability of success

J
within the substring is larger than that outside it. The GLLR test

[f statistic above is related to the test statistic of equation (5-7).

?l Let

3 21'22'""zi—l'zi""'zj'zj+1'"'ZN (A-1)
?< be a string of independeat binary variables., We shall refer to 1's and
Fi 0's as successes and failures. Suppose that the success probability for

the substring

21,22,...,Zi_1,zj+1,...,Z‘\l (A—Z)
is Po and that for
yA

z 2 (A-3)

12914120000

is p.

Let 0<po<p1<1. We are interested in testing the hypothesis

Hy: p=pq vs. HA:prl. (A-4)

If Sq and Sy are the numbers of successes and failures for the substring

Sf in (A-3) and T1 and To are the anumber of successes and failures in the
f~. substring in (A-2), under Hy,
[
K. Pr(To'-'to,Tl:tl,sO:So,31=51)
. -(j-i+1)] t1. %o [j-i+1] 1., _.%
ty pg (1-pp) 51 p (1-p) 7,

and under HO'
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N ] s1tty so*;to

Pr(T1+sl=t1+Sl)= [ $1+t1 po (l-po) *

Hence the GLR for the hypothesis (A-4) is:

= - - H] s t t
Sup (i iﬂ)] [js1+1 p ! (1-p) opo 1(1-1:0) 0
1<j p2py 1 1
N s1+ty sp*to
s+t ] Po (1-pg)
Sup SO} L s $1((1-p) / (1-pg) ) 50
« g. > t1 31 0 O
i{j pipg
e, )
s1*ty

-(j-i+1)] [j-i+1]
t $1

51 S0
= Max . Sgp (p/pg) ( (1-p)/(1-pg) ).

i< q p2pq
[51+t1 ] -

Therefore the GLLR test statistic for the hypothesis that for some

substring of Zy,...,Zy the success probability is not smaller tham p; is

-(j—i+1)] [j—i+1]
L t1 $1

= Max log + Lij(PO'pl)’
i< [ N ]
s1*ty

for Lij(po'pl) defined in equation (5-6). M(pgy,py)., the test statistic

of chapter 5, neglects the first term and equals

Max Lij(pO'pl)'
i<
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